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FUNDAMENTALS OF PHILOSOPHY

Fundamentals of Philosophy is a comprehensive and accessible introduction to the major
topics in philosophy and is designed to be used as a companion to any undergraduate
philosophy course.

Based on the well-known series of the same name, this textbook brings together specially
commissioned articles by leading philosophers. Each chapter provides an authoritative
overview of topics commonly taught at undergraduate level, focusing on the major issues
that typically arise when studying the subject. Discussions are up to date and written in an
engaging manner so as to provide students with the core building-blocks of their degree
course.

Helpful exercises are included at the end of each chapter, as well as bibliographies and
annotated further reading sections.

Fundamentals of Philosophy is an ideal starting point for those coming to philosophy for
the first time and will be a useful complement to the primary texts studied at undergraduate
level. Ideally suited to novice philosophy students, it will also be of interest to those in related
subjects across the humanities and social sciences.

John Shand is Associate Lecturer at The Open University. He is series editor of the Funda-
mentals of Philosophy series (Routledge), author of Arguing Well (Routledge 2000) and
Philosophy and Philosophers (2002).






FUNDAMENTALS OF
PHILOSOPHY

Edited by John Shand

rrrrrrrrrrrrrrr



First published 2003
by Routledge
11 New Fetter Lane, London EC4P 4EE

Simultaneously published in the USA and Canada
by Routledge
29 West 35th Street, New York, NY 10001

Routledge is an imprint of the Taylor and Francis Group
This edition published in the Taylor & Francis e-Library, 2004.

© Editorial matter and selection, 2003 John Shand. Individual contributions,
the contributors (see individual chapters).

All rights reserved. No part of this book may be reprinted or reproduced or
utilised in any form or by any electronic, mechanical, or other means, now known or
hereafter invented, including photocopying and recording, or in any information
storage or retrieval system, without permission in writing from the publishers.

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging in Publication Data
Fundamentals of philosophy / [edited by] John Shand.
p. cm.

Includes bibliographical references and index.

1. Philosophy-Textbooks. I. Shand, John, 1956~

BD31.F86 2003
100-dc21
2002044529

ISBN 0-203-63423-3 Master e-book ISBN

ISBN 0-203-63760-7 (Adobe eReader Format)
ISBN 0-415-22709-7 (hbk)
ISBN 0-415-22710-0 (pbk)



TO SARAH WITH LOVE






List of contributors
Preface

Introduction

Epistemology
ALAN GOLDMAN

Metaphysics
MICHAEL JUBIEN

Logic
GREG RESTALL

Ethics
PIERS BENN

CONTENTS

Ancient philosophy: from Thales to Aristotle

SUZANNE STERN-GILLET

Medieval philosophy: from Augustine to Nicholas of Cusa

DERMOT MORAN

Modern philosophy: the seventeenth and eighteenth centuries

RICHARD FRANCKS

Philosophy of mind
STEPHEN BURWOOD

vil

Xl

11

36

64

94

122

155

204

234



10

11

12

13

14

Philosophy of language
ALEXANDER MILLER

Philosophy of science
ALEXANDER BIRD

Political philosophy
DUDLEY KNOWLES

Aesthetics
COLIN LYAS

Philosophy of religion
W. JAY WOOD

Continental philosophy
SIMON GLENDINNING

Index

CONTENTS

viil

262

297

326

351

377

408

443



CONTRIBUTORS

Piers Benn is Lecturer in Medical Ethics at Imperial College, London. Previously he lectured
in Philosophy at Leeds and St Andrews. He is author of Ethics (Routledge 1998) and much
of his writing is in applied ethics. His interests within philosophy range widely and he has
published in popular as well as scholarly outlets.

Alexander Bird is Lecturer in Philosophy at the University of Edinburgh, and has held
visiting positions at the Universities of Caen, Siena and Cambridge, and at Dartmouth
College. He was educated at Westminster School and the universities of Oxford, Munich
and Cambridge. He is the author of Philosophy of Science (Routledge 1998) and Thomas
Kuhn (2000).

Stephen Burwood was born in London in 1959 and now teaches philosophy at the University
of Hull. He is co-author of Philosophy of Mind (Routledge 1998) and is currently working
on books on the self and competing conceptions of human embodiment.

Richard Francks was born in Leicestershire in 1950. He has taught English in Spain, Japan
and Scotland, and Philosophy at The Open University and University of York. He is currently
Director of Undergraduate Studies in Philosophy at Leeds, and not very good at cricket.

Simon Glendinning is Lecturer in Philosophy at the University of Reading. He is the author
of On Being with Others: Heidegger—Derrida-Wittgenstein (1998); and the editor of The
Edinburgh Encyclopedia of Continental Philosophy (1999) and Arguing with Derrida (2001).
He has published articles on perception, animal life, and the end of philosophy.

Alan Goldman is William R. Kenan, Jr Professor of Humanities and Professor of Philosophy,
College of William and Mary, Virginia. He is the author of six books, including Empirical
Knowledge, Moral Knowledge, Aesthetic Value, and Practical Rules. He loves to play tennis.

Michael Jubien is Professor of Philosophy at the University of California, Davis. He studied
mathematics and philosophy at Dartmouth College and The Rockefeller University, and is
the author of Ontology, Modality, and the Fallacy of Reference (1993) and Contemporary
Metaphysics (1997).

1X



CONTRIBUTORS

Dudley Knowles is Senior Lecturer in Philosophy at the University of Glasgow. He is the
author of Political Philosophy (Routledge 2001) and Hegel and ‘The Philosophy of Right’
(Routledge 2002).

Colin Lyas is Senior Lecturer in Philosophy at the University of Lancaster and the author of
Aesthetics (Routledge 1997).

Alexander Miller is Senior Lecturer in Philosophy at Macquarie University, Australia. He is
the author of Philosophy of Language (Routledge 1998) and co-editor (with Crispin Wright)
of Rule-Following and Meaning (2002). He is currently working on a book on Michael
Dummett and a book on metaethics.

Dermot Moran is Professor of Philosophy at University College Dublin and author of John
Scottus Eriugena: A Study of Idealism in the Middle Ages (1989) and many articles on
medieval philosophy. He is author of Introduction to Phenomenology (Routledge 2001)
and Editor of International Journal of Philosophical Studies.

Greg Restall was born in Brisbane in 1969. He studied mathematics and philosophy at the
University of Queensland. He is an Associate Professor in Philosophy at the University of
Melbourne, and is the author of An Introduction to Substructural Logics (2000) and Logic
(Routledge 2003).

John Shand studied philosophy at the University of Manchester and King’s College,
Cambridge. He is an Associate Lecturer in Philosophy at The Open University and is the
author of Philosophy and Philosophers: An Introduction to Western Philosophy (2003) and
Arguing Well (Routledge 2000).

Suzanne Stern-Gillet is currently Professor of Philosophy at the Bolton Institute. She holds
degrees in Philosophy and in Classics from the Universities of Liege (Belgium) and
Manchester (UK). She is the author of Aristotle’s Philosophy of Friendship (1995). She is
currently working on a history of ancient philosophy, From Thales to lamblichus
(Routledge).

W. Jay Wood received his PhD in philosophy from the University of Notre Dame, and has
taught at Wheaton College since 1982. He is the author of Epistemology: Becoming
Intellectually Virtuous (1998) and other articles on epistemology and the philosophy of
religion.



PREFACE

Putting together this book has been interesting and rewarding. Most of all | should like to
thank the authors of the individual chapters for their hard work, cooperation, care, and
indeed the insightful skill with which they wrote each of their contributions. Individually and
collectively | think they have done a great service for philosophy by presenting core aspects
of the subject in such an accessible, thoughtful and well-written way. It should open doors
for many. Their accomplishment is nothing like as easy as it may look.

I should like to thank Siobhan Pattinson at Routledge for being so easy to work with as
she helped ferry the book through. I should also like to express as always my appreciation to
my wife Judith whose eagle eyes and intelligence improved the text. Personal thanks go
to my young daughter Sarah for being a delight. The book is dedicated to her.

John Shand

Manchester
2003

X1






INTRODUCTION
John Shand

THE AIM OF THIS BOOK

This book is an accessible stimulating gateway to the central areas of philosophy. The chapters
are carefully arranged to begin with what are usually regarded as the core areas of the subject
and then extend out to other important subjects of less generality, not, one should emphasise,
of less importance. The prime purpose of the chapters is not to give comprehensive coverage
of each subject, but rather to open the door on the subject for the reader and encourage
thought about all the ideas within. Someone once said to me that studying philosophy had
‘opened doors’; if this book does that, it will have succeeded.

WHAT IS PHILOSOPHY?

Philosophy is a great intellectual adventure while at the same time what it discusses is one of
the most important things we can do with our lives.

There is a standing joke among many professional philosophers that involves one of them
being cornered at a party by someone, and on hearing that he is a philosopher, being asked,
‘Well, what is philosophy then?’ The joke in fact reflects the unease of many philosophers
and the discomforting awareness of not being able to come out with a straight clear answer.
Many philosophers resort to the list-method of answering, saying that it's about ‘fundamental
issues’ such as ‘truth’, "What can be known?’, ‘What is the nature of a good and bad action?”,
‘What is the nature of mind and how is it related to body?’ The other way of dealing with
the question is somewhat evasive and involves saying as little as possible, something like:
‘well, the best way to understand what philosophy is is to do it". Both these answers, neither
of which is without truth, are likely to leave the original questioners rightly bewildered,
dissatisfied and quickly heading off to get another drink — much to the relief of the
philosopher.
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I think it is incumbent on professional philosophers to tackle this question head-on. After
all we do get paid. My immediate answer to the question, requiring a little refinement later
on, is:

Philosophy is what happens when you start thinking for yourself.

A bit more may then be added. Once one frees oneself from the habits of received belief,
those that one just happens to have acquired even about basic issues, and really starts to
think about what one ought to believe, judged by reason (argument) and evidence, then one
has started to do philosophy. The ‘tradition’ of relying instead on ‘authorities’ and ‘holy text’
is the usual state of affairs rather than the exception in history — for many it still is the natural
way of going on. Moreover, thinking for oneself is not something easily taken on by mere
momentary act of will, but rather something to be strengthened like a muscle through good
mental habits. Philosophy is a way of life to be built up over years; philosophical thinking is
a cast of mind that becomes part of a person’s very nature.

Philosophy is often thought to be an unnecessary impractical luxury. A sort of futile, at
best entertaining, addition to life after one has dealt with the practicalities. But this is a
mistake.

Far from being unnecessary philosophy is unavoidable just as soon as people cease taking
their received beliefs for granted and instead start thinking them through for themselves. The
glory of philosophy — and certainly one of the original attractions for many drawn to it —is
that nothing is out of bounds, not even the value of reason, or indeed (although this may
seem paradoxical) the status of philosophy itself. No holds are barred. Only something like
argument and debate without boundaries seems to be a constant. It's a wonderful freedom.
Either one is a slave to the beliefs one happens to have acquired through the contingent
circumstances of how and where one is brought up, or one is to some degree a philosopher.
Philosophy is the bastion of free thought and of the exploration of ideas above all others.

What of the charge of it being an impractical luxury? This is a mistake too. This is because
beliefs lead to actions (and inaction), and badly thought out ideas lead often to terrible actions.
Our responsibility for what we believe, and what we leave ourselves open to being capable
of believing, cannot be divorced from our responsibility for our actions. Ideas that in untesting
times can even seem benign, in extreme circumstances lead to awful actions.

Philosophy sometimes addresses the question as to how one should live. It can be argued
that keeping a philosophical stance itself is exactly how one should live — anything else is
gullible slavery. Of course it's a matter of degree, but for the most part it's one-way to freedom
of thought: after having it no-one wants slavery again.

It would be wrong to think that philosophy leaves one constantly in a state of vague doubt.
One accepts one’s beliefs on the basis of the best arguments. But one leaves the door ajar
for further argument. In fact it is those who take on their beliefs as acts of will and faith that
stand on a precarious escarpment from which they can be knocked by circumstance with the
painful consequences of disappointment, emptiness and loss. The result may be catastrophic
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because they fall, if they do, from such a great height and from a place they thought absolutely
secure. After which, what? Philosophy does not set its hopes so high. It's prepared also to
live bravely with that. Even if one changes one’s beliefs in the light of new arguments, one
can tell oneself that last time one held a view one did one’s best to really get to the bottom
of the matter. Philosophy breeds neither empty doubt nor an unattainable certainty.

As a way of life philosophy and philosophical thinking do not promise happiness, but they
do, I think, enhance what is best in human beings. Philosophy embodies that which is noblest
in our species.

THE HOUSE THAT PHILOSOPHERS BUILT

Philosophy is rather like a house built on stilts in a river. In the house one can do all sorts of
things — construct things, move things about — but one is always aware that the structure is
supported by pillars that are driven into something potentially and often actually shifting.
Philosophy goes down repeatedly to see how things are going on around the foot of the
pillars and indeed inspects the pillars themselves. Things may need changing down there. For
philosophers this is not just the nature of philosophy, it is the true intellectual condition of
mankind. It is philosophy that pays that condition close attention and take it seriously. This
rather than ignoring it or solving it glibly.

THE AREAS OF PHILOSOPHY

The range of philosophy is large and basically unified. However, to clarify issues and build up
expertise it divides its energies into areas of specialisation. There are two characteristics of
these areas. One is those that have a subject matter that seems to underpin most of what
we think and do. The others underpin more particular concerns we have. The areas feed on
one another and are interrelated. Philosophy is not built like other subjects from unquestioned
basic foundation upwards. It does not consist of easy bits we can all assume out of which the
more complex bits are made. There is, as they say, no shallow end in philosophy — when one
starts all the deep issues come into play straightaway.

As far as the subjects of the chapters in this book are concerned, philosophy can be divided
into three groups.

Group |
Logic
Epistemology
Metaphysics
Group I
Ethics
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Ancient philosophy Medieval philosophy
Ethics
Modern Logic
philosophy: Philosophy Epistemology Philosophy Political
17th & 18th of science Metaphysics of mind philosophy
centuries
Philosophy of language

Continental philosophy Aesthetics Philosophy of religion

Figure 1.1 Philosophy: the fundamentals

Philosophy of mind
Philosophy of language
Philosophy of science
Group Il
Ancient philosophy
Medieval philosophy
Modern philosophy: seventeenth and eighteenth centuries
Political philosophy
Aesthetics
Continental philosophy
Philosophy of religion

The relation between these subdivisions of philosophy is not one of difficulty but one of
generality, with lesser generality as one moves away from the centre. This is not to say
the outer subjects are less important. Rather it is that those subjects in Group | underpin the
problems considered in Group Il, and have consequences for the conclusions one reaches in
Group Il = Group Il finds itself referring back to Group | constantly. The subjects in Group Il
do not raise new fundamental philosophical considerations that are not dealt with in Groups
| and Il, but rather apply all the problems encountered in Groups | and Il to specific areas.
Here are some examples: Metaphysics may be concerned with what sort of entities
fundamentally exist; aesthetics is concerned with thinking about in what way works of art
exist; what sort of entities are they? Ethics examines what it is to say that we ought to do
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something, for something to be right or wrong; political philosophy studies the right way to
organise society, if it should be organised at all.

The historical chapters listed here, such as Ancient Philosophy and Medieval Philosophy of
course deal with all the central problems of philosophy as they are treated by a period or
school of thinkers.

THE PROBLEMS OF PHILOSOPHY

Here is a list of some of the most commonly addressed and most basic philosophical problems.
Do not worry too much about how one would address these questions as a philosopher —
just look through them and consider how you might answer them in an immediate intuitive
way — my guess is that you will soon find yourself in deeper water than you may expect,
philosophical water in fact. In fact do not feel pressure to find an answer, but think of various
ways one may answer the questions and what reasons one has for those answers being
correct. The answers, or merely how one should even start to approach them, are a good
deal less straightforward than one may suppose.

What is the nature of philosophy?

Are there philosophical problems?

What is the correct method for solving philosophical problems?
When are inferences sound?

What is the nature of rationality?

What is truth?

What is it to know something?

What are we perceiving when we claim to be perceiving the world?
Can we know the external world exists?

What is reality?

What is it for something to exist?

What sorts of things exist?

What is a cause?

What is it for something to be morally good?

What is the good life?

Can ethical judgements be justified?

What is the nature of mind?

What is consciousness?

What is the self?

What is it for expressions in a language to have meaning?
What is it to understand the meaning of a word?

Can induction be justified?
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What is a scientific law?

How should society best be organised?

What justifies the power of the state?

What are human rights?

What is a work of art?

Can we justify the evaluations we make of works of art?
What determines the meaning of a work of art?

What is it to justify the existence of God?

What is the nature of God?

How ought we to live?

TIMELESSNESS

It is not uncontentious to say that philosophical problems are timeless. To some it looks
like an excuse for examining problems which in fact can have no answer because there
is something wrong in considering them as ‘problems’ in the first place. However, the
subject of philosophy certainly acts as if philosophical problems are timeless. Certain topics
may be more of a central concern at a particular time, but that is mainly a function of fashion.
The central topics and questions come round again and again. Rarely is it the case that a
matter considered by philosophy is wholly dismissed, or the way it was once treated regarded
as valueless. Quite the contrary. Philosophers find themselves going back to philosophers of
the past at the least to use their ideas on certain topics as starting points, but often much
more than that. A book that considers the nature of justice will naturally find itself looking
to see what Plato had to say. The problems of induction and causation normally involve
discussing Hume in depth. The starting point for considering the nature of mind is often
Descartes.

[t's far from clear that progress is made in philosophy as in some other subjects. In this
sense philosophy is quite unlike science — a chemist would rarely find any value in checking
to see what another chemist said about something a hundred years ago.

So one may wonder what is the point of philosophy in this case if it does not definitively
solve problems. As suggested already philosophical problems arise when we start to think
deeply about our most fundamental beliefs. When we do so we often find that we neither
fully understand the content of those beliefs, nor have any clear justification for holding them.
For a certain kind of mind this is perplexing and the problems will not go away through the
acceptance of glib answers or in response to a dismissive frame of mind. We may not be able
to present final solutions, nevertheless we can come to a conclusion that is a result of the
best thinking on a certain matter.

I would conclude that philosophical problems are timeless by virtue of their profundity,
generality and, as a consequence of that, the uncertainty surrounding the very methods by
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which they may be best approached. The result is that the problems do not die, nor do the
ways of attempting to solve them or at least deal with them.

One thing is pretty certain: the issue of whether philosophical problems are timeless is
itself a philosophical problem.

BEYOND THE FACTUAL

Philosophy is not usually concerned with gathering facts. That can be left to other disciplines
such as science, or history, or psychology or anthropology. The reason for this is twofold. First,
philosophy usually deals with matters that have to be assumed in gathering the facts — questions
about truth and the knowability of reality, for example. Any attempt to solve the philosophical
problems by reference to the facts is therefore highly likely to be question begging. We cannot
for example refer to the evidence gathered through perception about the world to solve
the philosophical problem of what can be known, if anything, about the world through
perception. Second, the facts are usually insufficient to deal with the philosophical problem.
This is particularly obvious in ethics. It is generally argued that no reference to what people
are like and what they actually do can answer the question of what people ought to do. This
is not to say the facts are ignored, just that the facts are insufficient to allow us to come to
conclusions about the matters with which philosophy deals.

THE SUBJECTS OF PHILOSOPHY

This section gives a thumbnail sketch of the subjects of philosophy discussed in this book.
The book is not exhaustive of philosophy, but it can fairly be said that all the core areas are
covered here.

Epistemology

The subject here is the nature of knowledge, and given that nature, what it can be truly said
that we can know, as opposed to just having beliefs and opinions about. Can we counter
views of sceptics who would claim that strictly speaking we cannot know as much as we claim
to, or indeed anything at all?

Metaphysics

What sorts of things ultimately exist and how do they connect to each other and how things
appear to us? Are all the things that appear to us real, or are they derived from something
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more fundamental? And what do we say about the existence of things that do not in the
usual sense ‘exist’ but to which we nevertheless refer, such as unicorns or numbers.

Logic

This is concerned with the nature and identification of good inferences: those circumstances
in which one statement is said to follow from another. It seeks to understand and classify the
cases where statements, if true, justify to whatever degree the truth of other statements.

Ethics

This is concerned with values (normative as opposed to factual matters) with respect to human
actions. What is it for something we do to be counted good or bad? What is it to say we
ought to do or not do something? It is not enough to talk of what we do, we need to address
what we should do and what saying this means.

Ancient philosophy

This is the study of the philosophers of the Greek and Roman world. The usual concentration
is on Greek philosophy from c.6248c, marking the birth of the Presocratic Thales, to 322Bc
as the death of Aristotle. The most important figures are undoubtedly Plato and Aristotle.
Often this period is extended to include the Roman world. The significance of thought in the
ancient world cannot be overestimated. Here we find almost everything, developed to varying
degrees, that characterises the Western outlook. Indeed it represents a watershed in human
history, where for the first time reason alone is applied across the board to the solving of the
deepest problems rather than appeal to mere authority or an idea’s longevity.

Medieval philosophy

This covers, we should note, the study of philosophers over a vast time of around one
thousand years, extending from St Augustine of Hippo (Ap354-430) and William of Ockham
(€.1285-1349), and continuing beyond until at least the Renaissance. The connecting thread
is the rise and dominance of Christianity which permeates the philosophy done during this
period. The other most significant link throughout the period is the interpretation and
adaptation of Aristotle’s metaphysics.
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Modern philosophy: the seventeenth and
eighteenth centuries

It may seem strange to call philosophy done in the seventeenth and eighteenth centuries
‘modern philosophy’. It indicates a period of astonishing fecundity in philosophical thought
and a new way of doing philosophy that was a significant break from what had gone before.
Moreover many of the ways that philosophy is presently done still derive from thought in this
period. The central figures are Descartes, Spinoza, Leibniz, Locke, Berkeley, Hume.

Philosophy of mind

What kind of entity are we referring to when we talk about the ‘mind’? How does talk of the
mind relate to talk of what we normally call our bodies? Are the mind and the body one or
is the mind non-physical? How can conscious awareness and understanding whereby we refer
to things arise from inert matter? What do we mean by, and can it justify, saying that someone
is the same person throughout his life?

Philosophy of language

What is it for an expression, spoken or written, to have meaning and the capacity to refer to
things? What constitutes a person’s understanding the meaning of a word, at which point
they know how it ought to be used correctly?

Philosophy of science

What defines a law of nature? How does it differ from other claims about the world? How
if at all are scientific theories justified by evidence? How can we know that our laws of nature
describe features of the world that will persist next time we examine it?

Political philosophy

How ought society to be organised? What justifies the existence of the state that can rightly
usurp power from people? How should the state be controlled? What justifies private
property, if anything? How do people acquire rights that cannot be transgressed apart from
exceptional circumstances, if at all?
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Philosophy of arts

Can what a work of art is be defined? What do we mean when we say some work has a
certain aesthetic quality, such as beauty? What determines the meaning of a work of art?
What, if anything, justifies our valuing works of art differently?

Philosophy of religion

How good are the arguments justifying the existence of God? Are arguments for the existence
of God required, or is faith enough? What is the nature of God and how does that relate to
the sort of creatures we are?

Continental philosophy

It is controversial to claim that the group of philosophers often brought together under this
title can be done so coherently, and the chapter here deals mainly with this matter. Negatively
the title may indicate a divergence of methods and philosophical concerns between
philosophers in Continental Europe and English-speaking philosophers in Britain, North
America, New Zealand and Australia. Positively there is perhaps a thread that runs from the
philosopher Immanuel Kant (1724-1804) to the present with such thinkers as Jacques Derrida,
and this can be seen as various ways of responding to the philosophical outlook of trans-
cendental idealism. The recent philosophers here are often marked by the most fundamental
questioning of the nature, and indeed existence, of philosophy itself.

THE FUTURE OF PHILOSOPHY

Philosophy will go on just as long as some people hold the view that thinking things through
for themselves is important. It is hard to say what philosophical concerns will be the centre
of people’s attention in the future. But it looks as if there will always be someone trying to
struggle with the deepest questions and unwilling to take on trust the answers that happen
to be around.

10



EPISTEMOLOGY
Alan Goldman

INTRODUCTION

Epistemology is concerned with the nature, scope and structure of knowledge. As
epistemologists, we want to know first what knowledge is, and we want our analysis
of the concept to guide us in determining the scope of knowledge, in deciding how
much knowledge we have. In determining the scope of knowledge, the epistemologist
will attempt to answer sceptical challenges to the sources that are usually assumed
to produce knowledge, sources such as perception, memory, testimony of others,
and various kinds of reasoning. The sceptic will question whether the ways things
appear in perception or memory, for example, constitute good evidence for the ways
we take them really to be, and whether various kinds of reasoning produce true
beliefs from their data. In attempting to provide answers to the sceptic’s questions,
we should be able to reveal not only the scope of knowledge, but also its structure.
We will see whether knowledge has a web-like structure, in which beliefs reflect
their status as knowledge by connecting with other beliefs in a set, or whether
knowledge has foundations, special beliefs which attain their status independent of
connections with other beliefs, and with which other beliefs must cohere.

We will take up each of these topics in turn, beginning with the analysis of
knowledge. A particular approach to epistemology will be endorsed and briefly
defended here. But we will also note difficulties for this approach, and the major
alternatives will be considered and criticised as well. At the end, the reader should
have both a feel for the general field and an idea of how one theory might be
developed and defended against alternatives and against sceptical objections.

11



ALAN GOLDMAN

THE NATURE OF KNOWLEDGE

Knowledge is the goal of belief. It is what belief aims to be, or, more precisely, what
we aim at in believing. There may be some types of belief, for example religious,
for which knowledge is seen to be impossible and belief itself sufficient (in its effects).
But knowledge is always to be preferred to mere belief where it is possible; it is,
other things being equal, the ideal form of belief. An analysis of knowledge must
reflect this fact. What must knowledge be like to function properly as our cognitive
goal? We want our beliefs to be true, but we want more of them as well. We want
not just truth, but secure truth, truth that will be resistant to pressures against its
acquisition or retention. If the truth of a belief is not firm in this way, then changes
in the world or in the subject that are unrelated to the fact believed will likely alter
the belief and render the resulting changed belief false. Beliefs acquired similarly in
the future will be likely to be false as well, and we will not be able to tell as easily
whether they are true or false. Thus, we want our beliefs to be non-accidentally
true, so that they will not be subject to such whims of fortune. We want to remove
luck from the acquisition and retention of true belief, just as we want to remove
moral luck from the actions of agents. Acting in a morally right way by accident
(when rightness is no part of an agent’s intention) does not produce faith in or praise
for the agent; similarly, believing the truth by accident does not produce faith in
one’s cognitive abilities or positive grades for the achievement.

It is relatively uncontroversial among epistemologists that knowledge involves
true belief, and most would accept the claim that the truth of a belief must be non-
accidental if it is to amount to knowledge. But controversy will arise over how
to understand this crucial requirement. Certain kinds of luck or accident can enter
into the acquisition of knowledge, while other kinds must be ruled out. And
the absence of accident in certain senses will not guarantee that a true belief counts
as knowledge. Regarding the first point, I might be just lucky to run into a friend
of mine in Paris and hence to know he is there; but despite the fact that my running
into him was accidental, I do know he is there. Regarding the second point,
a perverse epistemologist might deliberately trick me into believing the truth
when my belief is based on the wrong reasons or is unconnected in the right way
with the fact I believe. He might trick me into believing that someone in my
department owns a Ford by convincing me that he himself does, when he but not
I know that only another member of my department owns a Ford. There is a sense
here in which it is non-accidental that I believe a true proposition, but I still lack
knowledge.

These two examples can help us to begin to sharpen the sense in which knowledge
must be non-accidental. In the first example, given the context in which I acquire
the belief, that in which I see my friend, it is non-accidental that I believe he is there.

12
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And in the second example, while my perverse colleague deliberately sets up the
context in which I acquire my belief, given that context, my belief that someone
in my department owns a Ford is only accidentally true. Thus, we can say that a
belief must be non-accidentally true in the context in which it is acquired in order
to count as knowledge. Beyond this point, however, it will remain a matter of great
controversy how to interpret the requirement of being non-accidental.

Ordinarily, when our beliefs are only accidentally true, they result from lucky
guesses. A venerable but suspect tradition in epistemology seeks to eliminate
lucky guesses by requiring that believers be justified in their beliefs. This concept of
justification has its origin and natural home in ethics. In morally judging persons
by their actions, we demand that they be justified in acting as they do and that they
act as they do because of this justification. Similarly, in judging persons by their
beliefs, we may demand that they be justified in believing as they do and not achieve
truth by lucky guesses. But it remains questionable whether justification is either
necessary for knowledge or sufficient when added to true belief.

Before attempting to answer these questions, it is necessary to clarify the concept
of justification to which appeal is being made. While we often talk in non-
philosophical contexts of agents being justified in acting as they do, ‘justification’
is a technical term of art in epistemology, rarely used in reference to beliefs outside
the context of philosophical analysis and debate. And it is a concept about which
epistemologists themselves have conflicting intuitions. The analogy with ethics
suggests that justification is a matter of fulfilling one’s obligations as these can be
determined from an internal perspective, from the subject’s own point of view.
Moral agents are justified when acting in a subjectively right way given the
information available to them. Similarly, believers might be said to be justified when
they have fulfilled their epistemic obligations given the evidence available to them,
for example, when they have critically assessed the available evidence.

But there are many problems with this internalist conception, based as it is on
what subjects should believe from their own perspective. First, the analogy with
ethics may be out of place, since we do not have the same degree of control over
the acquisition of beliefs as we do over our actions. If we cannot help believing as
we do, then talk of epistemic obligations is suspect, although we can still exercise
control over the degree to which we gather evidence, seek to be impartial, and so
on. Second, it must be clarified to what degree the justification for one’s beliefs must
be available and able to be articulated from one’s own perspective. On the most
extreme view, in order to be justified in a belief, one must be aware not only of the
evidence for it, but of the justifying relation in which that evidence stands to
the belief. But, given the motivation for this view, it seems that one’s belief in that
justifying relation must itself be justified, and that one’s belief that it is justified must
be justified, and so on. Even if that regress were to end somehow, it seems clear that
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ordinary subjects are not aware of such complex sets of judgements and so could
never fulfil this requirement.

A weaker internalism regarding justification would require only that evidence
for one’s beliefs be in principle recoverable from one’s internal states. One question
here is whether subjects must be able to articulate their evidence as such. This
requirement would disallow the perceptual knowledge of children, for example,
who cannot articulate the ways things appear to them as ways of appearing. Even
without this requirement, there seem to be clear counterexamples to internalist
concepts of justification as necessary for knowledge. (The internalist distinguishes
between a person’s being justified and there being some justification not in the
person’s possession, the latter being irrelevant.) A clairvoyant who could reliably
foretell the future, an idiot savant who knows mathematical truths without knowing
how he knows them, or a person with perfect pitch who can identify tones with
almost perfect accuracy have beliefs that count as knowledge without having
any apparent justification for those beliefs. Certainly they are not justified in their
beliefs until they notice their repeated successes, but they have knowledge from
the beginning. In more mundane cases, we all have knowledge when completely
unaware of its source, when that source or the evidence for our beliefs is completely
unrecoverable. I know that Columbus sailed in 1492, and I assume that I learned
this from some elementary school teacher, but who that teacher was, or what her
evidence for the date was, is, I also assume, completely unrecoverable by me. More
generally, knowledge from the testimony of others requires neither that one knows
the evidence for the proposition transmitted nor even that one have evidence of the
reliability of those providing the testimony (what it does require will be discussed
below).

Thus justification in the sense in which the concept is derived from ethics is not
necessary for knowledge. It is more commonly accepted since Edmund Gettier’s
famous article that justification, when added to true belief, is not sufficient for
knowledge (Gettier 1963). Many examples like the one cited earlier about the owner
of the Ford exemplify justified, true belief that is not knowledge. They show that a
person can be accidentally right in a belief that is not simply a lucky guess. Other
examples that show the same thing include beliefs about the outcomes of lotteries,
which falsify many otherwise plausible analyses of knowledge, and beliefs of those
in sceptical worlds (also to be discussed later), such as brains in vats programmed
to have experiences and beliefs, or victims of deceiving demons. A brain in a vat
programmed to have the beliefs it does can occasionally be programmed to have a
true belief grounded in its seeming perceptual experience about an object outside
the vat, but that justified, true belief will not be knowledge. I can justifiably and
truly believe that my ticket in this week’s Florida lottery will not win, but I do not
know it is a loser until another ticket is drawn.
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Thus, justification in any intuitive sense is neither necessary nor sufficient, when
added to true belief, for knowledge. Some philosophers have sought to beef up
the notion so as to make it the sufficient additional condition for knowledge by
requiring that justification be ‘undefeated’. One’s justification is said to be defeated
when it depends on a false proposition, such as the proposition that my colleague
owns a Ford in that earlier example (Lehrer 2000, p. 20). There are two fatal
flaws in this position. One is that it takes justification to be necessary for knowledge,
and we have seen that it is not. The other is that it cannot distinguish between
examples in which one’s claims to knowledge are threatened by misleading evidence
one does not possess. Suppose in the Ford example that my colleague does own
the car and gives me good evidence that he does, but that he has an enemy who
spreads the false rumour that he is a pathological liar. If that enemy is also in my
department and the chances were great that I would have heard his false rumour,
then my claim to knowledge will be defeated. It will then be a matter of luck
that, given the context of being in my department, I did not hear his testimony
and so believe as I do. If, by contrast, my colleague’s enemy is in some distant
city, his attacks will be irrelevant to my knowledge. No way of unpacking the
notion of ‘depending on a false proposition” will distinguish correctly between
these cases.

That knowledge is the goal of belief indicates yet again that the epistemologist’s
notion of justification is largely irrelevant. In a court of law, for example, where it
is of utmost importance whether witnesses know that to which they testify, jurors
must assess whether the evidence they present connects in the right way with the
facts they allege. Jurors want to know whether the best explanation for the evidence
presented by witnesses appeals to the facts as they represent them, or whether the
explanation offered by the opposing attorney is just as plausible. They do not care
whether the witnesses are justified in their beliefs, only again whether their beliefs
hook up in the right way with the facts. Sceptical worlds also reveal that justification
can be worthless, hence not a goal of belief, as firm truth is. One such sceptical
world mentioned earlier is that of brains in vats programmed to have all the
perceptual experiences that they have. Brains in vats are normally justified in their
beliefs on the basis of such experience, but such justification is unrelated to truth
and knowledge, not the sort of thing we seek for itself.

If justification is irrelevant to knowledge, we may wonder at the epistemologist’s
obsession with the notion. There are several explanations. One is that, while
ordinary knowers need not be able to defend their claims to knowledge in order to
have knowledge, it is one of the epistemologist’s tasks in showing the scope of
knowledge to defend it against sceptical challenges. In doing so, she will be justifying
or showing the justification for various types of beliefs. Some epistemologists might
confuse themselves for ordinary knowers, in thinking that ordinary knowers too
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must justify their beliefs in the face of sceptical challenge. Another explanation for
all the attention to this concept is the practice of some epistemologists of calling
whatever must be added to true belief to produce knowledge ‘justification’. This
practice might be excused by the fact, noted earlier, that the term in epistemology
is in any case a stipulative term of art. But, if this term refers only to an external
relation between a belief and the fact believed, or to a process of acquiring belief
that is outside the subject’s awareness, then it will lose its normative force and any
connection with the ethical concept of justification from which it supposedly
derived. It will then lead only to confusion to refer to such additional conditions
for knowledge as justification. Externalists might retain the concept by requiring
only that there be some justification that perhaps no one has, but again this invites
confusion in seeming to be, but not being, a normative concept.

Externalist accounts of knowledge do not require that the condition beyond true
belief must be accessible to the subject. They take that condition to be either general
reliability in the process that produces the belief or some connection between the
particular belief and the fact to which it refers. We may consider reliabilism first
(Goldman 1986). Can reliabilists capture the requirement that the truth of a belief
that counts as knowledge must be non-accidental? If so, they must take it that when
subjects use reliable processes, processes that produce a high proportion of true
beliefs, it will not be accidental that they arrive at the truth. But reliabilists who
require only general reliability in belief-forming processes would be mistaken in
assuming this to be universally true. If a process is not 100 per cent reliable, then,
even when it generates a true belief on a particular occasion, it may be only
accidental or lucky that the belief is true. I may be not very reliable at identifying
breeds of dogs by sight, except for golden retrievers, which I am generally reliable
at identifying. But I may be not very good at identifying golden retrievers when they
have a particular mark that I wrongly believe to indicate a different breed. I may
then fail to notice that mark on a particular dog that I therefore identify correctly,
albeit only by luck or accidentally.

This example reveals several problems, some insurmountable, in the account of
knowledge that takes it to be true belief produced by a generally reliable process.
First, at what level of generality should we describe the process that generates this
true belief (Feldman and Conee 1998)? Intuitively, we take processes that generate
beliefs to be those such as seeing middle-sized objects in daylight, inductively
inferring on the basis of various kinds of samples, and so on. But the former,
although used to generate the belief in this example, seems completely irrelevant to
evaluating the belief. Whether I am generally reliable in identifying things that I see
in daylight has little if anything to do with whether I acquire knowledge that this
dog is a golden retriever. Given our judgement that I do not have such knowledge
in this example, that I am only lucky to believe truly that this dog is a retriever, we
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can choose as the relevant process the unreliable one of identifying dogs with the
marks that tend to mislead me. This is a quite specific process, but, of course there
is the yet more specific one of identifying retrievers with such marks without noticing
the marks, which turns out to be reliable and to give the wrong answer in this case.
By choosing the former process as the relevant one, we can make the reliability
account appear to capture the example. In fact, we can probably do the same for
any example, given that every instance of belief acquisition instantiates many
different processes at different levels of specificity. But such ad hoc adjustments do
nothing to support the reliabilist account. We need independent reason or intuition
of the correct specification of the relevant process in particular cases, if not in
general, in order for the account to be informative or illuminating.

Our example reveals the pressure to specify the relevant process more and more
narrowly. But at the same time it shows that however narrowly we specify it in
particular cases, as long as we leave some generality in its description, there will
remain room for only accidentally true belief being produced by the process. This
indicates clearly that what is important in evaluating a true belief as a claim to
knowledge is not the reliability of any generalisable process that produced it, but
the particular connection between that very belief and the fact believed. One might
try to save the language of reliability by claiming that a process must be reliable in
the particular conditions in which it operates on a particular occasion, but once
more any looseness or generality at all will allow room for the type of accident that
defeats a claim to knowledge. One might also demand perfect reliability, but then
one would have to explain why we allow beliefs produced by perception and
induction, both fallible processes, to count as knowledge. We do so when these
methods connect particular beliefs to their referents in the proper way.

If the example discussed does not suffice, we can appeal to the lottery example
once more to show the weakness of reliabilism as an analysis of knowledge. If one
inductively infers that one’s ticket will not win, we can make the reliability of this
inductive process as high as we like short of 100 per cent by increasing the number
of tickets. But one still does not know one’s ticket will not win until another ticket
is drawn. If one did know this, one would never buy a ticket. The problem is not
the lack of high reliability or truth, but the lack of the proper connection between
the drawing of another ticket and one’s belief. Once one receives a report of the
drawing of another ticket, then one knows, if the report is based on some witnessing
of the event. One then knows even if the probability of error in such reports is the
same as the initial probability that one’s ticket would be drawn. Once more, it is
not the probability or reliability of the process that counts, but the actual connection
between belief and fact. Mere statistical inference about the future does not suffice
in itself for knowledge, no matter how reliable, but one can have knowledge of the
future if it is based on evidence that connects in the proper way with the future
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events believed to be coming. If, for example, one discovers that the lottery is fixed,
then one can come to know that one’s ticket will not win.

Given the failure of reliabilism to rule out accidentality in true belief, one might
again explain the popularity of the theory among epistemologists as the result of
their confusing themselves with ordinary knowers. While the general reliability
of belief-forming processes is irrelevant to the knowledge of ordinary knowers in
particular cases, the epistemologist, who is interested in defending types of beliefs
against sceptical challenges, does try to show that certain sources such as perception
or induction are generally truth generating or reliable. The project of seeking to
improve our epistemic practices must also seek to establish first which practices
reliably produce truth. But the analysis of knowledge must focus instead on finding
the right connection between belief and truth or fact.

The first attempt to specify the connection between belief and fact that renders
the belief knowledge was the causal theory (Goldman 1967). This account holds
that a true belief must be causally related to its referent in order to count as
knowledge. The account captures such examples as the lottery, which, given the
failure of so many other theories to do so, indicates that it’s on the right track, but
it proves to be too narrow. One can have knowledge of universal and mathematical
propositions, for example, but universal and mathematical facts or truths do not
seem to cause anything. It is also too weak in failing to rule out cases in which there
is the usual causal connection between a perceptual belief, for example, and an
object to which it refers, but in which the subject could not distinguish this object
from relevant alternatives (Goldman, 1967). I might see a criminal commit a crime
but not know that he is the culprit because I do not know that his twin brother,
also in the vicinity, did not commit the act.

This sort of case is handled by what is perhaps the best-known attempt to specify
the crucial connection between belief and fact, the counterfactual account (Nozick
1981, ch. 3). This holds that one knows a fact if one would not believe it if it were
not the case, and if other changes in circumstances would leave one believing it. In
terms of possible worlds, one knows a proposition if and only if in the closest
possible world in which the proposition is false, one does not believe it, and in close
possible worlds in which it remains true, one does believe it. (We measure closeness
of possible worlds by how similar they are to the actual world.) This account
captures the examples so far considered, but unlike the causal account that proves
to be too weak, this one is too strong, disallowing genuine knowledge claims. Many
of the most mundane facts that I know do not obtain only in very distant possible
worlds. In worlds so unlike this one there may be no telling what T would believe
there. And it does not matter what I would believe in such worlds. I know that my
son is not a knight of the round table and that it is not ninety degrees below zero
outside. There is no telling what I might believe if those propositions were false,
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but this affects not the least my knowledge claims. Thus the first counterfactual
condition is too strong. If the second requires retention of belief in all close possible
worlds, then it is too strong also. An aging philosopher can still know this truth,
although there are close worlds in which he cannot follow the argument that
establishes it.

Thus, we need a specification of the relevant connection between fact and belief
that counts as knowledge that requires that the connection hold only across close
possible worlds, and only across most of them. Such a connection is what we would
expect also from a naturalistic perspective, from the fact that the capacity for
achieving knowledge is a likely product of natural selection. The capacity to achieve
firm true belief is one that would be selected in slowly changing environments, so
that true belief would be firm in situations close to actual, but not in distant possible
worlds. An analysis that meets this condition and captures all of the examples so
far discussed requires that the fact believed (the truth of the belief) enter into the
best explanation for the belief’s being held. The concept of explanation here can
itself be explicated in terms of possible worlds. In this account A explains B if A
raises the antecedent probability of B (given other factors, it will raise the probability
to 1, where there is no indeterminism or chance involved), and there is no third
factor that screens out this relation, that fully accounts for the difference. The last
clause is required because evidence, for example, raises the probability of that for
which it is evidence, but this relation is screened out by whatever explains both the
evidence and that for which it is evidence. In intuitive terms, A explains B if, given
A, we can see why B was to be expected. In terms of possible worlds, A explains B
if the ratio of close worlds in which B is the case is higher in those in which A is the
case than it is in the entire set of close worlds.

Let us review some of the examples that were problematic for the rival accounts
of knowledge. When there is misleading evidence I am just lucky not to have noticed,
then what explains my belief is the fact that I have not noticed this evidence. My
believing the dog in that example to be a golden retriever is explained by my not
having noticed the misleading mark. My believing as I do is not made significantly
more probable by the fact believed, given all the close possible worlds in which I
am aware of the misleading evidence. In the lottery example, the inductive evidence
on the basis of which I believe that my ticket will lose does not explain its losing,
since the probabilistic connection between that evidence and its losing is screened
out by what does explain the latter, the drawing of another ticket. That drawing
explains my losing but not my prior belief, which remains explanatorily unconnected
to the fact to which it refers.

In regard to problems for the causal theory, the truth of universal propositions
helps to explain our belief in them, or it helps to explain the inductive evidence that
explains our beliefs. In the case in which I cannot distinguish the cause of my belief
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from relevant alternatives in the vicinity, the explanation for my belief lies in the
broader context and not in the specific cause, just as we do not explain the outbreak
of a war by citing only the specific event that triggered it, when any number of
equally likely events would have done so in the broader context of latent hostility.
In such cases the specific cause does not significantly raise the probability of its effect
across close worlds in which alternative causes are also present. To be able to rule
out relevant alternatives in claiming knowledge is to be able to rule out alternative
explanations for the evidence one has.

In regard to the cases that were problematic for the counterfactual account, what
explains the fact that my son is not a knight of the round table, the fact that he lives
in the present time and is a tennis player attending Yale, also explains my belief that
he is not a Medieval knight. What explains the fact that it is not ninety degrees
below zero outside, namely the fact that it is ninety above zero, also explains my
belief that it is not subfreezing. Finally, in the aging philosopher example, his belief
that the counterfactual analysis is too strong is connected with the evidence that it
is too strong in many, although not all, close possible worlds.

In many of these examples, appeal is made to explanatory chains. It suffices for
knowledge if what explains my true belief also explains or is explained by the fact
to which the belief refers, as long as a certain constraint on these chains is met. Each
link in such chains must make later ones more probable. This constraint defeats
some purported counter-examples that will not be considered here (see Goldman
1988, pp. 46-50), but its relevance is also clear in the case of knowledge from
testimony mentioned earlier in discussing the issue of justification. A person may
be justified in believing the testimony of another without any evidence of the other’s
expertise or sincerity, as long as there is no evidence that the testimony is likely to
be false. Testimony can create its own justification, just as perception can, whether
or not the testifier is herself justified in believing her own testimony. But this again
simply contrasts justified true belief with knowledge, since one cannot transmit
knowledge one does not have. Knowledge from testimony requires an explanatory
chain in which the truth of the testimonial evidence enters ultimately into the best
explanation for its being given and believed. If I am completely gullible and believe
absolutely anything I hear, then I do not gain knowledge from testimony, just as if
I see everything as red, then I do not know a red object when I see one. But the last
two points imply a third, that a completely gullible person anywhere in the
testimonial chain destroys knowledge in the later links. For each link, the fact that
the belief was more likely because true must make its transmission more likely to
be believed at later links, the constraint mentioned earlier. This does not prevent
children from gaining or transmitting testimonial knowledge, since they tend
to believe their parents, for example, more than they believe their peers (Schmitt
1999, p. 372).
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This completes our brief account of the nature of knowledge. As we shall now
see, it will prove to be highly suggestive for the task of determining the scope and
structure of knowledge.

THE SCOPE OF KNOWLEDGE

In the first section we utilised intuitions about when knowledge is had in order to
derive an account of its nature. This might seem to beg the question against the
sceptic by guaranteeing that our criteria for knowledge are met for the most part.
But we are not in fact assuming that scepticism is false. This is because we allow
that purported cases of knowledge to which we appeal in analysing its nature can
turn out under sceptical attack to be not genuine. Indeed, sceptics themselves must
adopt the same procedure of analysis — first using ordinary intuitions to derive
criteria —and then give us reasons for doubting that these criteria are really satisfied.
Otherwise, they risk basing their sceptical attacks on an assumed analysis that is
too demanding and so out of touch with our concept of knowledge. In that case we
would not need to take them seriously. Here we will take them seriously by
dismissing all claims that their doubts are necessarily misplaced.

Scepticism challenges us because our beliefs about the properties of real things
transcend the evidence we have for those beliefs. Such evidence consists in the ways
those things appear to us. But objective properties of real objects are what they are
independently of our beliefs about them and the ways they appear to us. Thus, our
beliefs are underdetermined by our evidence. There will be alternative possible
explanations for all the evidence we have. If everything can seem exactly as it does
to us and yet nothing be as we believe it to be, then how can we know that it is as
we believe it to be? If all our evidence is compatible with alternative explanations
of it, then how can we rule out all but one, indeed any, of those explanations? If
knowledge is belief best explained by its truth, then how can we know we have
knowledge when different explanations are compatible with all the evidence we
have for our beliefs? How can we know that the explanatory chains end in the facts
as we take them to be?

Sceptics dramatize this problem by presenting us with alternative scenarios or
sceptical worlds in which everything appears to us as it does now, i.e. our experience
remains exactly the same, and yet nothing in the world is as we take it to be. Descartes
challenged us to show that we are not dreaming all that we currently experience,
or that we are not being deceived by some powerful demon who causes us to have
the experiences we do. Or, to take the contemporary version, suppose that we are
brains in vats programmed by super scientists or computers to have exactly the
experiences we do. We believe this scenario to be possible, since we believe that our
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experiences are immediately caused by happenings (neuronal firings) in our brains.
How, then, could we know that it is not actual? If we cannot know that it is not
actual, that we are not brains in vats, then it seems we cannot know that we have
bodies surrounded by middle-sized objects with any of the properties we take them
to have. Thus, the sceptic concludes, since his scenario is possible, we do not have
any knowledge of real objects.

A recent trend among epistemologists who battle this sceptic is to grant that we
do not know that we are not brains in vats, but then to argue that we do nevertheless
retain ordinary knowledge of such things as the properties of middle-sized objects.
This response is held to refute the brunt of the sceptic’s argument while
simultaneously showing the source of its plausibility, a goal now endorsed by anti-
sceptical epistemologists as well. Both claims — that the sceptic’s first premise must
be granted, but his conclusion denied — are suggested by the counterfactual analysis
of knowledge described in the first section. According to this account, we do not
know we are not brains in vats because in the possible world in which we are, we
do not believe we are (since everything appears as now). But this sceptic’s world is
assumed to be very distant from the actual world. It therefore does not affect the
fact that in the closest possible worlds in which particular propositions now believed
about ordinary objects are false, we do not believe them. Hence ordinary knowledge
is retained despite the truth of the sceptic’s premise and resultant plausibility of
his argument.

There are nevertheless three crushing problems with this response to the sceptic.
First, its dependence on the counterfactual account is itself problematic, since we
saw earlier that this account is too strong, ruling out legitimate claims to knowledge.
And, by its own lights, the response relies on the account in just the case in which
it is most dubious, where our evaluation of a knowledge claim takes us to a distant
possible world. Only in this way is the sceptic’s premise endorsed. Second, the
analysis implies that the sceptic’s second, conditional premise (that if we do not
know we are not brains in vats, then we do not know we are surrounded by middle-
sized objects) is false, and it clearly seems to be true. If we do not know that we are
not surrounded by a vat’s clear liquid, how can we know that we are surrounded
instead by tables and chairs? Third, and perhaps most important, in denying the
sceptic’s conclusion, the proponent of the counterfactual analysis simply assumes
that the sceptic’s world is a very distant one. But if, as the account admits, we cannot
know that the sceptic’s world is not actual, how could we possibly know that it is
distant from the actual world? As an answer to the sceptic, this response simply
begs the question. Even if accepted, it shows only that knowledge is possible, not
that it is actual.

A yet more contemporary response, contextualism, builds upon the previous one
by agreeing that we do not know that we do not occupy sceptical worlds even
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though we do retain knowledge in ordinary contexts. Contextualists differ from
counterfactualists in holding that the sceptic’s second premise is true also, as is their
conclusion in the context of their argument (DeRose 1995). In the context of
sceptical doubt, sceptical worlds such as that of the vatted brains become relevant
alternatives that cannot be ruled out. And if they cannot be ruled out, then we do
not retain knowledge of mundane facts with which they compete. But in ordinary
contexts free from sceptical doubts, the sceptic’s distant worlds are irrelevant, and
our beliefs must vary with the presence or absence of the facts to which they refer
only in close possible worlds. When judges of knowledge claims raise sceptical
doubts, they raise the standards for evaluating beliefs; and when beliefs have to be
sensitive to facts in the distant worlds of the sceptic, they cannot pass this unusual
test. Recognition of such varying standards in different contexts of evaluation allows
the contextualist to say that the sceptic’s argument is sound but irrelevant to our
ordinary knowledge claims. How better to show the plausibility of the sceptical
position while defending the ordinary knower?

Despite this attraction, contextualism fares no better in the end than counter-
factualism. It may improve on the latter by allowing that if we cannot know we are
not brains in vats, then we cannot know that we are surrounded by tables and
chairs. Once more, in the context of the doubt that the antecedent expresses, this
conditional is held to be true. But the other problems facing counterfactualism
plague contextualism too, and additional ones as well. First, the position still relies
on evaluating beliefs in what it holds to be distant possible worlds, and we have
seen that this demand is too strong in any context. Some of the most mundane truths
that are easiest to know are false only in very distant possible worlds, where there
is no telling what we would believe. The counterfactual account makes these the
most difficult facts to know. Second, in defending ordinary knowledge the position
once more simply assumes that the sceptic’s worlds are distant while admitting that
we cannot know they are not actual. This does not satisfy the demand to answer
the sceptic by showing that we have knowledge. Third, there is the implausibility
of the claim that we can destroy knowledge we have by simply thinking of sceptical
alternatives. One unwelcome implication of this claim is that philosophers, who
frequently entertain sceptical hypotheses, have so much less knowledge than their
more fortunate, if more naive, counterparts in the real world. While ignorance may
be bliss in some contexts, pursuing a profession that so systematically substitutes
it for knowledge is probably not what young philosophy undergraduates have in
mind. Contextualists who may be content to know so much less than anyone else
nevertheless had better not advertise their position.

Can we then defend knowledge by rejecting the sceptic’s first premise? Can we
claim to know that we are not brains in vats? Can we show that the evidence
we have from experience is evidence for the world as we take it to be, and not for
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the sceptic’s worlds? How could we know or show this, when experience itself
cannot differentiate between the world as we take it to be and the phenomenal
world of a brain in a vat? One older answer favoured by some epistemologists is
that we know this a priori, that its defence does not require any inductive argument
since it could not be false. It is held that we must know it a priori precisely because
experience in itself cannot distinguish these worlds and so cannot be the source of
this knowledge. Defenders of this tradition give different but related explanations
of how we have this a priori knowledge, of how we can know that the way
something appears, for example, is necessarily evidence for how we take it to be.

Many of the arguments here begin from an account of how we learn to under-
stand the terms in our language, how we learn to use them correctly or to interpret
their use by others (Hamlyn 1970, ch. 3). If we learn to pick out tables, for example,
by how they appear to us, how they look and feel, then it must be correct that
whatever looks and feels to us continuously in those ways must be tables, or at least
that such looks and feels are necessarily evidence for the presence of tables. In the
language game in which we apply the term ‘table’ to tables, such ways of appearing
are criteria for the correct use of this term. We therefore cannot all be mistaken in
this use based on these experiences any more than we could all be mistaken in the
way we play chess. Tables are whatever we call tables based on correct application
of the term, and correct application is determined by the agreed upon criteria, in
this case certain ways of appearing. Thus, these ways of appearing are necessarily
evidence for tables and for the properties that define them to be tables. We can
neither use the term correctly without accepting these criteria nor interpret its use
by others without typically ascribing true beliefs about tables to them. Likewise, of
course, for other middle-sized objects and their properties.

Is this argument sound? What it really establishes is only the way we must initially
conceive of things. Once we develop the notion of objects whose properties are
independent of our experiences and beliefs, once we develop theories of how these
properties cause our experiences, and once we see that our experiences can mislead
us as to the real properties that cause them, the possibility of wholesale error
becomes intelligible. In fact this possibility is entailed by the notion of independence
that defines the concept of realism about objects and their properties. That real
properties are independent of the ways they appear and the beliefs they cause means
that these appearances and beliefs can be misleading and false. Once we recognise
the possibility of wholesale error on our part, we need not necessarily ascribe mostly
true beliefs to others (although we will ordinarily do so). If, for example, we were
to see some brains in vats and understood their situation, we would not ascribe to
them mostly true beliefs about the objects around them. To interpret the language
of others, we need to explain their utterances, but truth of the beliefs expressed need
not necessarily enter into the majority of these explanations. Nor will we explain
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the brains’ utterances as true of phenomenal objects instead of false of real ones,
since they will have the same concept of real objects as we do and will intend to
refer to them and their properties. What we and the brains take to be evidence for
the objective properties of real objects cannot dictate what those properties are.
Our shared concept of chess may determine the nature of that game, but this is what
distinguishes games from reality.

Thus, premises about how we learn and interpret our language do not show that
the evidence we have for our beliefs about real objects must necessarily be evidence
for their objective properties as we take them to be. Is this notion of criteria as
necessary evidence short of entailment even coherent? If we do not do away with
real objects and their properties by reducing them to experiences or appearances,
can the latter nevertheless necessarily be evidence for the former? To say that
appearances are necessarily evidence for real properties is to say that they are evidence
in all possible worlds. But in a world of brains in vats in which the brains were
informed or knew of their own situation, their experiences would not be evidence
of objects as we take them to be. This would be true of any sceptical world believed
to be such by its victims. Such worlds are possible. The sceptic’s descriptions of them
do not involve logical contradictions. We could even grant that we could not all be
brains in vats, but that would leave open the possibility that any one of us is and
could possibly be informed of this by our programmers. Thus, there is no necessary
connection between experiential evidence and the real properties of objects.

Do we have any a priori knowledge of reality, as opposed to that which reflects
only definitions of terms, including logical connectives and operators? Is there any
a priori insight into the necessary structure of reality, knowledge of what is real but
not contingent, that needs no inductive confirmation? Well-worn examples that
seem to express such knowledge include the claims that nothing can be red and
green all over and that, if A is taller than B, and B is taller than C, then A is taller
than C (Bonjour 1998, pp. 100-3). It turns out, however, that such examples express
lack of experience or imagination, instead of a priori insight into necessary truth.
When I was much younger and clothing styles were much different, I owned an
iridescent raincoat that looked red and green (as well as tan) all over. Whether the
effect was achieved with discrete red and green threads is irrelevant here, since on
most accounts of colour, whatever looks a certain colour to normal observers in
normal conditions is that colour.

I must admit that I have never seen three people or objects that disconfirm the
example regarding tallness, but imagine the following possible world. Imagine a
world with only three rods and one observer (you). When rod A is visually compared
to B, A appears to be taller; when B is visually paired with C, B appears taller; but
when C is compared to A, C appears taller. When you attempt to place all three in
the same visual field, you cannot take them all in by sight. One always disappears
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out of the visual field. This world is possible: in fact, it is not so unlike the world
of quantum mechanics, with its indeterminacy and measurement problem. And the
world described seems not to be a world in which the supposed necessary truth
about tallness holds true. Hence it is not a necessary truth (unless we simply stipulate
a definition of ‘tallness’ in which only a transitive relation will bear that term).

Even if we are not so sceptical of necessary truths about reality, the relation
between appearing and being a real property of objects seems not to be necessary. If
we are to answer sceptical challenges to our beliefs about that relation, we therefore
require an inductive argument, broadly construed. We have looked at the implications
for the sceptical argument of the counterfactual analysis of knowledge. It is time to
use the analysis we endorsed, that knowledge is belief best explained (in significant
part) by truth. Here the question becomes whether the ways we are appeared to in
experience are better explained by objects and their properties as we take them to
be than by sceptical hypotheses such as the programming of brains in vats.

It will be objected to this approach right off that we cannot construe our beliefs
about physical objects and their properties as a theory that best explains the patterns
within appearances because we cannot even formulate such patterns without appeal
to physical space and objects. We learn the language of appearing only after learning
to hedge our claims about real properties, which we immediately and naturally
ascribe without inference. More important, it is claimed, we know what experiences
we have had and will have only by reference to locations in physical space among
physical objects. Thus, to even formulate the supposed data we must presuppose
the ‘theory’ that is supposed to explain the data, which ‘theory’ therefore does not
require this explanatory justification.

The former point about learning, however, is again irrelevant to the question of
justification, or demonstrating knowledge. Even if we must conceive of physical
properties first, that does not show that there are such properties or that they are as
we take them to be. Our evidence for our beliefs about them still consists in the ways
they appear, although we don’t initially conceive it that way. The latter point about
formulating the data is first of all debatable. While we cannot translate statements
about physical properties into statements about appearings, it is not so clear that
we could not learn to weaken all claims about objects to claims about appearances,
although doing so would be very cumbersome and awkward. Instead of talking of
seeing an unsupported object fall, we could talk of a visual experience as of an
unsupported object followed by a visual experience as of an object falling. But even
if such reductions would not be universally possible for a skillful language user, this
still only indicates a conceptual necessity, the way we must express ourselves. It still
does not imply that the ways we conceive objects are the ways they are independent
of our conceptions, and it still does not preclude the attempt to show that real
properties as we conceive them best explain the ways they appear to us.
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That physical objects and their properties do provide the best explanation we
have for the ways we are appeared to seems easily established. Appeal to real
physical objects first of all explains more deeply than do explanations for particular
appearances in terms of regularities within experience itself. The former can explain
the regularities themselves that are otherwise taken to be ultimate. And explanations
in terms of physical objects and their properties are also superior to sceptical
explanatory hypotheses such as programmes for brains in vats or deceptive Cartesian
demons. The agreement of the different sense modalities on the qualities and
dimensions of objects, for example, strongly suggests a realist explanation, and of
course we also use the realist model successfully to predict future experiences. The
physical realist picture explains both how physical objects interact with each other
and, at least in part, how they cause experiences (by reflecting light, emitting sound
waves, and so on). No such predictions or explanations are forthcoming from the
brain in vat or evil demon hypotheses, which are therefore ad hoc and useless
additions. The only way they have any explanatory power is by being parasitic on
physical object explanations: the demon or programmer of brains must make it
seem as if we are surrounded by interacting physical objects (Vogel 1990). Not only
does this add nothing to the explanations available without these additions; it also
raises natural but unanswerable questions, such as why the programmers or demon
would deceive us in this way.

If the commonsense and scientific explanations for our experience are superior
to the sceptical hypotheses, does this show that we know that we are not brains
in vats? When a hypothesis is put forth only to explain certain data, and when a
superior explanation is later offered, we have some reason to disbelieve the former
hypothesis and the entities it posits solely for explanatory purposes. When the
demon theory of disease was replaced by the germ theory, rational people ceased
to believe in disease-causing demons. In that case, however, there was additional
evidence against the existence of demons — the fact that no one has ever seen one
(except perhaps in a highly irrational frame of mind). The best explanation for the
latter fact is that there are none. In the brain in the vats case, we would not see
ourselves as such if we were, and so we lack that additional evidence. Unlike the
usual case of knowledge of negative existential propositions (propositions that
certain things do not exist), we have no evidence against the existence of the brains
(while also lacking evidence for their existence). It is this, we can claim, that explains
the plausibility of the sceptical argument, while leaving it open to us to defend our
knowledge claims against that argument via inference to the best explanation.

Two problems remain for this inference as an answer to the sceptic. The more
tractable one is that an inference to the best available explanation at a given time
is not necessarily an inference to the best explanation tout court, so that even if
we can accept the latter as producing the true explanation, we cannot so easily
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accept the former as doing so. We need additional reason to think that the available
explanations exhaust the field of plausible ones. Here that demand seems easily met,
however. There does not seem to be the remotest possibility of an explanation for
our experience being developed that rivals that which appeals to physical objects
and the scientific theories of physical reality.

The far more difficult problem is that an inference to the best explanation defeats
the sceptic only if we can defend the principle that underlies such inference against
sceptical challenge. We must be able to show that what appears to us to be a best
explanation is likely to be true. In general, the most difficult part of any anti-sceptical
epistemology will be to defend the fundamental principles of reasoning or the basic
sources through which we seek knowledge. We have seen that we can defend
perception as a source of knowledge through an inference to the best explanation.
Similar arguments will be available for memory, knowledge of other minds, and
ordinary induction (for example, the best explanation for many coherent memory
impressions will appeal to earlier veridical perception or testimony; the best
explanation for an observed ratio of instances in a class may well be a deeper or
universal regularity, and so on). But this leaves the formidable task of defending the
principle of inference on the basis of which these other sources of knowledge can
be defended.

In indicating the nature of this defence, we must note first that we cannot know
a priori that such fundamental cognitive principles as inference to the best explana-
tion lead to truth. This is not a necessary truth, since sometimes such inference fails;
and whether it is generally reliable depends on the type of brains we have and on
our relation to our environment. Nor can it be necessary that inference to the best
explanation is likely to be reliable. It is hard to imagine how it could be necessary
that anything is likely (contrast Bonjour 1998, p. 214). In terms of the possible
worlds model of probability, this would mean that in all galaxies or groups of
possible worlds, the number of worlds in which the proposition in question is true
exceeds the number in which it is false. But how could that be necessary and how
could we know that it was: what is to keep the worlds in which the proposition is
false from clustering?

In the absence of an a priori defence of inference to the best explanation and
other fundamental cognitive principles and practices, we would require an inductive
or empirical argument. One promising approach might be to argue that for creatures
with such limited physical capacities and instincts as humans, basic cognitive
capacities would have been naturally selected for their capacity to provide infor-
mation or truth necessary to survival. It is plausible that humans would have had
to infer correctly the proximity of predators from tracks or predator noises, for
example, in order to survive, since they could not outrun them or otherwise protect
themselves. There are three major obstacles that a generalised version of such an
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argument would have to overcome, however. First, there is the question whether,
in the environment in which our brains evolved or were selected for their cognitive
capacities, truth was in general the key determinant of fitness or utility. Second, a
natural next question is whether an affirmative answer to the first one suggests that
inferences to explanations far removed from the environment in which natural
selection took place continue to be truth preserving. And third, there is the problem
of circularity in the argument.

We can only very briefly indicate answers to the first two questions here, since we
will pay more attention to the third, which will introduce the topic of the structure
of knowledge. In regard to the first question, it must be admitted that systematic
distortion can be utile and even fitness enhancing, as when the exaggeration of
colour contrasts enables us to see object boundaries more easily (not to mention
that the perception of colour in itself may be a systematic distortion of objective
reality). But such systematic distortions seem to occur precisely to enable us to
obtain more vital veridical information about the environment, for example about
the locations of various objects. It remains hard to see how creatures like us could
have survived if our basic cognitive capacities did not generate true information
about our environments. We must know the means necessary to our ends, including
survival, as well as the consequences of our actions, and all this is a matter of
inferences as well as perception and memory.

As for inferences far removed from contexts in which survival is at stake, we can
ask generally whether there is reason to suspect that a cognitive capacity that
produces truth in one context will cease doing so in another. More specifically, we
can separate everyday inferences that can be later verified directly in perception
from those which produce the more remote products of scientific theory. The former
inferences are demonstrated to be true if perception is accepted as a source of
knowledge, but the charge of circularity will be raised again, to be addressed shortly.
Scientific inferences not only take explanations to deeper levels, but seek to correct
for distorting subjective inputs into earlier, commonsense explanations. This gives
us more instead of less reason to believe in the truth of such explanations, although
there might be less reason here to believe that the best of available explanations at
a given time is the best overall, hence the true explanation.

The problem of circularity can be pressed at every stage of this suggested defence
of inference to the best explanation as a basic cognitive principle. First, it was
suggested that brains with such cognitive capacities to provide truths necessary to
survival were probably products of natural selection. But theory of natural selection,
indeed appeal to the physical environment, is itself legitimated via inference to the
best explanation. The attempt to legitimate a principle by appeal to the products
of its own use is circular. Second, we noted that many such inferences can be
confirmed by later perceptions, giving direct evidence of their truth-preserving
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nature. But once more perception itself is certified as a source of knowledge only
via inference to the best explanation for the ways things perceptually appear, again
using the very cognitive principle that perception is supposed to help legitimate.

Addressing this problem of circularity takes us to the question of the structure
of knowledge, to which we now turn.

THE STRUCTURE OF KNOWLEDGE

In responding to the charge of circularity, we should note first that the argument
defending inference to the best explanation does not beg the question against the
sceptic in the way that it would if one of its premises simply stated that the principle
of inference is sound or truth preserving. Any principle, indeed any conclusion,
could be ‘defended’ in this way, since any premise implies itself. Here the principle
of inference was used, not mentioned, in its own defence. Such use does not trivially
result in self-support, as the sceptic might suggest. We do not normally dream, for
example, that dreaming is a reliable source of knowledge or hallucinate that
hallucination is reliable. In the case of inference to the best explanation, it is not a
foregone conclusion that it will be self-supporting, and the argument from evolution
is controversial even if sound. But the principle, when applied with critical care,
does iterate, in that it is more explanatorily coherent to believe that it leads to truth.
It is doubtful whether there are any obviously unsound principles that iterate it this
way or cohere with other fundamental sources of knowledge.

This coherence with other principles or sources is also significant even if circular.
Crystal balls might predict their own reliability, but their predictions fail to be
regularly confirmed by perceptions. This kind of mutual support adds significantly
to the self-support of the principle, since it strongly suggests a common cause in
truth. Why should percepts confirm earlier inferences if they do not reflect the same
facts believed? The more seemingly independent facts that an explanation unifies,
the more reason there is for accepting the explanation. Of course, a non-sceptical
answer to the question just raised simply applies an inference to the best explanation
again. But the near ubiquitous nature of the principle does not more firmly support
a sceptical attitude toward it, although it does make more clear that any defence of
it will have to be circular. While we have not relied heavily on necessary truths, it
is worth pointing out here that it is a necessary truth that basic or fundamental
epistemic principles can be supported only by themselves or their products and other
fundamental principles (otherwise they would not be fundamental). We cannot
escape the totality of our cognitive resources to verify that they lead to truth. Such
confirmation can come only from within the circle of these resources. In the case
of inference to the best explanation, which is involved in the legitimisation of
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perception, memory, and simple induction, and in turn supported by them, the circle
is certainly not narrow. Can we demand more of the epistemologist than the
demonstration of such broad coherence in the set of our epistemic beliefs?
Circular reasoning is certainly not always vicious. We assess the skill of a tennis
player, for example, by noting his execution of many skilful shots. But we judge a
shot to be skilful and not merely lucky because it is made by a skilful player. The
same shot made by a beginner would be just lucky. The reasoning is circular but
sound and informative nonetheless (compare Sosa and Van Cleve 2001). That
inference to the best explanation is supported by its own products makes for a circle,
but not a vicious or self-defeating one. It is true that if the principle of inference did
not lead to truth, then its being more explanatorily coherent to believe that it does
would not seem to lend it much useful support. But in the absence of knowledge of
the antecedent, the coherence of the principle with its products and with other basic
epistemic sources can be seen to give us reason to accept it, just as inconsistency or
incoherence with other principles would give us reason to reject a principle.
Sceptics, however, will have a strong rejoinder to this response to the charge of
circularity. They will point out that perfect coherence in a set of beliefs, including
epistemic beliefs, even together with truth, does not suffice for knowledge. Brains
in vats may have coherent sets of beliefs, and when some of those beliefs about
objects outside the vats also happen to be true, this does not give them knowledge.
A coherent set of beliefs describes some possible world, but not necessarily the actual
one. If we took the entire set of a person’s beliefs and transferred them to another
person in a different set of circumstances, the set would be equally coherent, but
would contain much less knowledge (Sosa 1991, p. 203). It is clear once more from
these examples that, in order to constitute knowledge, a coherent set of beliefs must
be anchored to the actual world or surrounding environment in the right way.
Perceptual input in itself is insufficient to provide the required anchor. Such input
could be provided by a deceiving demon or by the programmers of the brains in
vats, and a complete madman could weirdly process perceptual input so as to make
it cohere with his other mad beliefs. Such input and such processing would not help
in the acquisition of knowledge even if it occasionally resulted in true belief. The
perceptual experience must be of the right kind, and it must result in the right kind
of belief to be of use in acquiring or demonstrating knowledge. But we cannot simply
check this experience itself or the causal chains by which it produces beliefs in order
to confirm that it and they are of the right kinds. The causal chains are largely
inaccessible, and the experience must be conceptualised correctly in order to be of
epistemic use. Experience itself need not be conceptualised (or it could not be the
source of concepts), but until it is, it can play only an inaccessible causal role. To
be of use in demonstrating knowledge, experiential input must be conceptualised
in such a way that the best explanations for the beliefs it produces appeal to the
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truth of those beliefs. It will be clear that the madman’s beliefs fail this test from
the fact that they fail to cohere with the beliefs of others, despite their internal
coherence.

In our own case, in order to demonstrate knowledge we must defend our beliefs
against sceptical challenge. Normally we defend a belief by citing evidence for it
that is part of an explanatory chain leading to the fact believed. We do so for simple
perceptual beliefs as well. For example, I defend my belief that there is a red object
before me by noting that T am appeared to redly (but not seemingly by red beams
of light). The claim that there is indeed a red appearance that explains my belief in
the red object can be defended not only by inferring it as the explanation for that
belief, but also directly by appeal to the belief that I am appeared to in that way
(which is not to imply that I normally infer the belief about the object from the
belief about the appearance). But here I arrive at a point in the demonstration where
I no longer defend my belief by appeal to evidence or an explanatory chain. The
best explanation for my belief that I am appeared to redly is simply that I am so
appeared to, that ‘red’ is the correct concept or term in my vocabulary to apply to
this experience, that I apply this term consistently to this type of experience. The
latter is all that is required for the truth of my belief, and the only evidence for its
being the case is my having formed the belief itself.

These beliefs about certain appearances form the foundations for the demon-
stration of knowledge in two related senses. First, they are shown to constitute
knowledge without appeal to evidence or coherence with other beliefs. Second,
they make up a set of most certain beliefs which with others must cohere, picking
out one set of coherent beliefs as true of the actual world of the subject. Once this
anchor is in place, it is doubtful that there are equally coherent but incompatible
sets of beliefs with equal explanatory coherence, and the main objection to
demonstrating knowledge by showing coherence in a set of beliefs falls away.
In clarifying the sense in which these beliefs are foundations, several caveats must
also be mentioned.

First, the relevant beliefs about appearances are not infallible, in contrast to their
characterization by traditional foundationalism. In order to pick out patterns
in experience from which objective properties can be inferred as causes in the
demonstration of knowledge, they must refer to properties that are instantiated on
different occasions and in different objects. While ‘appears red’ (as opposed to
‘appears to be red’) refers to a phenomenal property, a property picked out by what
it is like to experience it, it is not defined ostensively on each occasion as referring
only to whatever property is present in the visual field. A belief employing the latter
ostensive concept might be infallible, but it would not be of any epistemic use. Beliefs
in reinstantiated or reinstantiable properties are always fallible, since the concepts
they employ can be misapplied or applied inconsistently. But for certain properties
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that are naturally salient in experience, the best explanation for beliefs about how
they appear will appeal only to the truth of these beliefs, as indicated earlier. The
second caveat is that this will be true only for beliefs about how these naturally salient
properties appear, for beliefs about red but not about C-sharp. The best explanation
for my belief that T am appeared to C-sharply appeals to my musical training, and
not simply to the fact that I am so appeared to. Third, it is not necessary in order
to serve the function of foundations that the defence of every other belief trace a
line back to one or more of these beliefs about appearances. Knowledge can have
a web-like instead of linear structure as long as it is anchored to the world at key
points.

CONCLUSION

At the end of the day, sceptics and non-sceptics can both stand their ground. Non-
sceptics will hold that a set of coherent beliefs anchored to the world via suitable
foundations, generated by a set of epistemic principles that are supported by their
products and by each other, such that the best explanations for the beliefs being
held appeal to their truth, constitutes the best indication we can have of knowledge
of the real world. Non-sceptics will point out that nothing said earlier precludes the
possibility that we are brains in vats or systematically deceived about the nature of
reality. It remains possible that our fundamental epistemic principles and sources
provide only a distorted view of the world independent of them. And the only
argument to the contrary remains circular. The only surefire way to avoid these
sceptical possibilities is to give up this notion of an independent world or the idea
that we can intelligibly aim at knowledge of its properties. But if explanatory
coherence among beliefs includes depth of explanations, and if appeal to real
properties explains more deeply than explanations limited to the domain of
experience, then this is not a viable epistemological option.

Absent this guarantee, we certainly have reason from within our world view for
thinking that our epistemic principles and practices are sound and provide us with
knowledge of the real world. But such reason must remain relative to those
principles that determine what counts as a reason and so cannot convince the sceptic
who will reject any principle that lacks independent support. Such fundamental
and seemingly irreconcilable disagreement may be disappointing, but it keeps
philosophy alive.
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EXERCISES

1 Does contextualism solve the problems that face the counterfactual analysis of
knowledge? Does the explanatory analysis fare any better?

2 Do we know that we are not brains in vats? So, how can we know this? If not, can we
nevertheless have knowledge of the ordinary objects that we take to surround us?

3 Can fundamental epistemic principles such as inference to the best explanation be
defended? How? Can their defence satisfy the sceptic?

4 Does knowledge have foundations? If so, what is their nature? If not, doesn’t the
possibility of equally coherent but incompatible sets of beliefs defeat any claims to
knowledge?
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METAPHYSICS
Michael Jubien

INTRODUCTION

Metaphysics is the part of philosophy that treats the concept of existence (or being)
along with a host of related concepts. As we all know, remarkably different sorts
of entities have been thought to exist. To mention a few: stones, tables, dogs, people,
unicorns, phlogiston, quarks, spacetime, events, obligations, numbers, properties,
propositions, thoughts, minds, souls, ghosts, and God. It’s hard to think of any
significant feature these entities would have in common, if they all really did exist,
beyond simply existing. Such dramatic differences are reflected in different sorts of
metaphysical questions, and metaphysics itself may be seen as divided into rather
different (but generally related) areas or topics. In this introduction we will touch
lightly upon a few examples just to give the reader a feel for scope of the subject.
We will then look at three central topics in somewhat greater detail. That should
give the reader a better sense of how metaphysics is actually conducted.

One striking difference among the (supposed) entities on our list is that some of
them would evidently be physical in nature, located in space and time, while others
— so-called abstract entities — seemingly would not. Many metaphysical questions
concern physical entities and relations among them. We normally take for granted
the idea that physical events occur, and that they somehow consist in physical entities
interacting with each other. But it isn’t easy to give a plausible analysis of the notion
of an event, and this is a good example of a metaphysical question. We may gain
a sense of the difficulty of the question as follows. First, consider the simple idea
that an event is just the totality of what goes on in any specific region of spacetime.
This is promising, but it doesn’t actually square with our ordinary thinking, which
allows that more than one event may occur in exactly the same spatiotemporal
region. For example, a ball may be both rotating and heating up at the same time
and place. As we usually think, these would be different events despite having
the same spatiotemporal location. So it appears that we cannot correctly view an
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event simply as the contents of a specific part of spacetime. But then what is a
physical event?

Events play an important role in another deep (and famous) metaphysical
question. Built into our everyday thinking is the idea that some events cause other
events to occur. But, as David Hume insisted, we never actually perceive any
‘necessary connection’ between events — what we perceive is simply one event
followed by (and perhaps physically contiguous with) another. This is in sharp
contrast with other physical relations, like motion, which we regularly perceive. So,
is genuine causal efficacy really built into the physical world, as we normally presume,
or is it just something we imagine to be present? It could simply be that we are
psychologically incapable of repeatedly seeing events of one sort followed by events
of another without thinking there is some necessary connection between them. On
the other hand, if genuine causation really is embedded in the world, then finding
a reasonable account of this elusive relation is a pressing philosophical challenge.

Another famous metaphysical question concerns entities whose existence we
take for granted and also take very seriously: ourselves. Many philosophers have
advocated the ‘dualist’ position that a person’s mind (or soul) is a special non-
physical entity, while others have held the ‘materialist’ view that we are simply
physical organisms of a certain sort. These philosophers either view the mind as a
physical part of the body, or else deny that there really are minds and try to explain
the mental phenomena that prompt the postulation of minds some other way. This
famous metaphysical issue is called the mind-body problem. It is so important and
widely discussed that, along with a cluster of closely related topics, it has assumed
the status of a branch of philosophy in its own right: the philosophy of mind.

Another question we might ask about the list is whether anything on it would
exist of necessity. Certainly we usually think that a thing like a dog or a table owes
its existence to sheer circumstance, and would not have existed at all if things had
been somewhat different. And of course we also think that things really could have
been somewhat different, even very different. On the other hand, necessary existence
is part of the common conception of God. More generally, it is hard to imagine that
anything not located in spacetime could be contingent. This is because the notion
of contingency seems to involve coming into existence, and this is something that,
by their very nature, entities not located in spacetime could not do.

Many philosophers hold that certain kinds of entities really do exist, but are not
located in space or time. Two frequently encountered examples are numbers and
properties. On the property view, for example, being red and being a dog are non-
physical entities that have no spatiotemporal locations. Further, on this view, even
if there had been no physical matter at all, there would still be properties like having
mass and being physical (and even being a dog). These properties would have
no instances in these imagined circumstances, just as the property of being a
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ghost presumably has no instances in our actual circumstances. Properties, on this
‘Platonic’ conception, would exist necessarily, and so would be no different in
this respect from God (as God is often conceived).

The modal concepts of necessity and possibility are not restricted to questions
of existence. We generally think that an ordinary thing like a dog or a table could
have been different in many ways far less drastic than failing to exist. The dog
could have been fatter, or better trained. The table might have been scratched, or
polished. On the other hand, the dog could not have been a table, or a cyclotron.
It’s apparently necessary that the dog is an animal, not an inanimate object. But
exactly what do these assertions of possibility and necessity mean? They’re very
different from nommodal claims, which we’re generally able to verify more or less
by direct inspection. Whether the table is scratched is something we can settle by
looking at it. But how do we determine that the (presently unscratched) table could
have been scratched (at this very moment)? We certainly don’t decide this by looking
at it. And we certainly do take it to be obviously true. But thinking it’s obvious
doesn’t settle the question of what it means. (Many of the deepest philosophical
questions arise from things we normally take to be obvious. The question of causal
efficacy mentioned above is an example. Another is the meaning of 2 + 2 = 4°.)

Analysing or otherwise explaining these modal notions is a pressing project in
contemporary metaphysics. Its importance is due in large part to the fact that many
other fundamental notions in widely different areas of philosophy are clearly modal
in nature. The notion of causal efficacy is a good example. That events of type A
cause events of type B appears to entail that it is somehow necessary that if a type-
A event occurs, then it is followed by a type-B event. A very different example is
provided by the notion of moral responsibility. We normally think that a person
isn’t morally responsible for having done something unless it was possible for that
person not to have done it.

A final example inspired by our list is the general problem of ontology. Which
of these items really do exist, and what are their essential natures? The problem is
especially acute for abstract entities since we are unable to detect and inspect them
directly. This has made it very difficult for some philosophers to accept abstract
entities in the first place, and it has led others to hold that these entities don’t exist
in the same sense of the term that applies to dogs and tables. Despite these doubts
and qualifications, the case for postulating entities like numbers or properties is
logically on a par with the case for postulating entities like quarks in physics. In
both cases, entities we cannot perceive provide the basis for a theory that explains
phenomena that we can perceive. Such entities are ‘theoretical’ in the sense that they
are asserted to exist in a theory, and the success of the theory is the best evidence
for their existence that we can hope to find. Of course, if they really do exist, then
their existence is just as genuine as that of things we perceive or otherwise experience
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and accept without theoretical support. Certain contemporary theories of particle
physics, as typically formulated, are apparently committed not only to quarks, but
also to numbers. If numbers really are indispensable in such theories, and these
theories really do explain observable phenomena, then this should be viewed as
significant evidence not only for the quarks, but also for the numbers.

In this introductory section we have indicated only a few of the topics that
metaphysicians treat. The ones mentioned are closely related to the original list of
possible entities and to the basic question of the existence of such entities. In fact,
the nature of the concept of existence itself — so easily taken for granted — is an
underlying metaphysical question of the most fundamental kind. Further topics of
great importance include: identity, the nature of things (and substances), time (and
spacetime), truth, freedom and determinism, and whether any genuine facts are
specifically moral in nature. The topics mentioned so far of course do not exhaust
the rich realm of metaphysics. We now turn to three very fundamental ontological
topics that happen to have important mutual relations.

IDENTITY AND CONSTITUTION

In this section we will consider a famous metaphysical puzzle. Suppose there is a
clay statue on an otherwise empty table before us. Let’s imagine that it’s a statue of
a horse and rider. Then it’s true that there is a statue on the table, and it’s also true
that there is a piece of clay on the table. Are the statue and the piece of clay just
one physical thing, or are they two? Most people would say they are just one thing
— a thing that (like just about anything) admits of different descriptions. So let’s call
this the ‘Common Sense View.” It certainly has initial appeal. But we’ll soon see that
there is an important principle that appears to undermine the Common Sense View.
To make matters worse, this principle draws its support directly from common
sense.

The claim that the statue and the piece of clay are just one thing is sometimes
expressed by saying that the statue is (or: is identical with) the piece of clay, or that
the statue and the piece of clay are identical. Now, although the words ‘is” and
‘identical’ are in fact often used in other ways, in this context they are being used
to express a special relation that philosophers call identity. It is a matter of definition
that the identity relation always holds between any entity and itself (no matter what
that entity may be like), and also never holds between any entity and any other
entity. (Mathematicians often express identity by using the familiar symbol ‘=,
which they call the identity or equality sign.) It should be clear that if a thing x is
identical to a thing y in the present sense of the term, so that the identity relation
holds between x and y, then x and y are just one thing (and never two).
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The principle that threatens the Common Sense View concerns the identity
relation. It’s called the principle of the indiscernibility of identicals, and we may
state it as follows: (For any entities x and y) if x is identical to y, then whatever is
true of x is also true of y and whatever is true of y is true of x. Alternatively: if x
is identical to y, then for any property P, x has P if and only if y has P. And yet more
compactly: if x is identical to y, then x and y have exactly the same properties. It is
important to notice that this principle should not be confused with the ‘converse’
principle, that if x and y have exactly the same properties, then x is identical to y.
The principle of the indiscernibility of identicals is sometimes called Leibniz’ Law,
and we will abbreviate it by ‘LL.

Although most people never have occasion to assert or even to reflect on LL in
this very general form, it is nevertheless deeply embedded in our commonsense way
of thinking about the world, and we rely on it tacitly in everyday life. To see this,
notice first that LL is equivalent to the claim that if a thing x has a property that a
thing y does not have, then x is not identical with y. It is this form of the principle
that often underlies everyday reasoning. For example, suppose you and a friend see
someone in the middle distance who looks a lot like another friend, Sue. You ask,
‘Is that Sue?’ and your friend replies, ‘It can’t be — Sue never wears a hat.” Your
friend, in effect, has reasoned that since the person you now see has a property —
wearing a hat — that (he believes) Sue doesn’t have, it follows that the person you
see isn’t Sue. Given that he’s right about Sue’s dress habits, this reasoning is
impeccable. In essence, it is an application of LL in a specific case.

This form of reasoning may often have very important consequences. For
example, it might be used to exonerate a defendant in a murder case if his blood
type or eye colour (etc.) didn’t fit with facts presumed to have been established
about the real killer. Given that the various factual claims were beyond dispute,
the reasoning would again be impeccable, and really just a matter of common
sense.

We may also argue from common sense directly in favour of LL, as follows.
Suppose the principle is in fact false. Then some x and y are such that x is identical
with y, but x has some property, say P, that y doesn’t have. But since x is identical
with y, x and y are just one thing. Therefore, there is some one thing that both has
and does not have the property P. This is a contradiction. So the assumption that
the principle is false leads directly to a contradiction. It follows that the principle
is true after all. There is nothing even remotely suspicious about this argument. It
is evidently an informal but entirely rigorous proof of the principle — one that relies
only on simple logical steps accepted by common sense.

We have now seen that LL often underlies everyday reasoning, and we’ve also
seen that it admits of a simple proof. We have ample reason to accept the principle
in what follows.
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Back to the statue and the piece of clay. Common sense says they’re just one
thing, they’re identical. Common sense also endorses LL. If we accept both, then it
follows that the statue and the piece of clay have exactly the same properties. But
consider this. Suppose the piece of clay had been shaped like a sphere instead of
shaped like a horse and rider. The sculptor might have taken the original blob
of clay and simply worked it into a sphere instead of undertaking the more difficult
task of producing a statue of a horse and rider. Certainly this might have happened.
It just didn’t. But if it had happened, that would be a situation in which the piece
of clay existed but the statue of the horse and rider did not. The piece of clay would
have had a shape different from its actual shape, but that is entirely beside the point,
which is simply that the piece of clay would have existed and the statue would not
have existed.

It therefore appears that something is true about the piece of clay — namely, that
it might have been spherical — that isn’t true about the statue. To put it a little
differently, the piece of clay apparently has a property — being possibly spherical
— that the statue does not have. But then LL should deliver the conclusion that
the piece of clay and the statue aren’t identical after all, that they are two things,
not one.

It now looks very much like our ordinary ways of thinking about ordinary objects
are paradoxical. It looks like we have to choose between Leibniz’ Law and the idea
that the statue and the piece of clay are identical. But we apparently have a clear
proof of Leibniz’ Law. Should we therefore resolve the puzzle by declaring that here
is a case in which there are two physical objects in exactly the same spatiotemporal
location, despite our original thinking?

Let’s take a little time to consider some problems that arise for the two-object
view. We begin with a dilemma. Are the ‘corresponding’ smaller parts of the statue
(S) and the piece of clay (C) identical with each other or not? Neither answer will
seem satisfactory.

Suppose we say yes. Then, for example, any individual molecule that is part of
S is also part of C, and vice versa. (This is already very odd, for how can a single
bunch of specific molecules comprise two different things at the same time?) Also,
the rather large part of S that we would describe as ‘the horse’ is a part of C. Now
let’s fix on a very large part of S, say all of it except for a specific surface molecule,
M. Call this part L. L, of course, is just an aggregation of molecules, related to each
other in a certain specific way. Since L isn’t all of either S or C, it is also a part of
C. Notice that although L isn’t a statue (since there’s only one statue in the general
region) it certainly might have been a statue. The molecule M might have adhered
to the sculptor’s hand instead of becoming an integral part of the statue. Now,
suppose this had happened. Then there would have been a statue, S*, and a piece
of clay, C*. According to the view under discussion, S* would not be identical with
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C* though their smaller corresponding parts would be identical. Now, as we have
described matters, L is identical with S$* and hence not identical with C*. But we
could have described the very same situation in terms that would have led to the
opposite conclusion — that L was identical with C*, not $*! (‘Consider all of C
except for a certain single molecule. It might have been that this molecule adhered
to the sculptor’s hand and hence was absent from the piece of clay he was working
with .. .)

The idea that the smaller parts of S and C are identical thus has the disconcerting
consequence that if things had been only slightly different, then a certain specific
aggregation of molecules, L, would have existed in precisely the same region as a
certain statue and a certain piece of clay, but would not clearly have been identical
with either one of them. (Yet all of its smaller parts would have been parts of both
the statue and the piece of clay.) We can only conclude that either it is an insoluble
mystery whether L is identical with S* or with C*, or else L is yet a third physical
object sharing their exact spatiotemporal location. (At this point the three-object
view might actually seem the least objectionable since it dodges the mystery of
choosing between S* and C*.)

Two things should be noticed about our predicament. First, it is completely
general. So there is also an aggregation of molecules A in exactly the same region
as both S and C, and we have no good reason to think A is identical with S or
identical with C. Second, if we avoid this mystery by adopting the three-object view,
we will only produce more trouble. For the same sort of reasoning will apply with
respect to the third object, and there will be no limit to the number of physical
objects in exactly the same location. Surely this is too much to believe.

So now suppose we say 70 to our question, adopting the view that the corres-
ponding smaller parts of S and C are not identical with each other. For example,
let M be an arbitrary molecule that is part of S. Then there is a distinct molecule,
say M*, in exactly the same location, that is a part of C but not a part of S. And
similar conclusions hold for any parts of S and C, including ones that are much
larger or smaller than individual molecules. For example, there is a horse-shaped
part of C that isn’t part of S, and vice-versa, and so on. This is a very strange view,
and one that may not be attractive even to those initially inclined toward the idea
that S and C are two different entities.

Here is one apparent consequence of the view. Consider a molecule M that is a
part of S. Suppose we detach it from the rest of S (say in a laboratory) so that it’s
now just an isolated molecule. Then another molecule has automatically been
detached from the rest of C as well. (Of course it isn’t M, since M was never a part
of C.) It seems to follow that we now have two molecules in exactly the same place,
even though neither of them is attached to any other molecules in the way they
formerly were. Now, suppose we arrange to ‘vaporise’ the rest of S (and so the rest
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of C as well). Although it might be consistent, it is very odd to think that this would
have any effect on the molecule M, or on its inseparable partner. For example, it
would be odd to conclude that when the rest of S goes out of existence, so does M,
but that a like molecule comes into existence precisely in the region vacated by M
at precisely the time of annihilation. It’s far more natural to think that M and its
partner still exist. But now consider isolated molecules that have never been bonded
to other physical entities. Do they too come in inseparable pairs? If the histories of
M and its partner are irrelevant, then so should be the histories of eternally isolated
molecules, and indeed of any entities of any description at all. So it seems that the
present view is best seen not just as a view about special entities like statues and
pieces of clay, but about all physical entities in the universe: they just happen come
in inseparable pairs. Many will find this unacceptable.

But nearly all will find it unacceptable if we have to go beyond pairs. The
Common Sense View was that there is just one thing under consideration, a thing
that we might describe as a statue or as a piece of clay. The trouble started when
we noticed that when we describe it one way, some of its features seem to differ
from ones it has when we describe it the other way. But obviously these are just
two among many possible ways of describing this seemingly single entity. And some
of these other descriptions may raise the same sorts of considerations that led us
to take the two-object view seriously, thus raising the spectre of three, four, and
even infinitely many objects in the same place at the same time. If the two-object
view points inevitably in this direction, then we would do well to try to save the
Common Sense View after all. And apparently it does point in this direction, as we
will now see.

Imagine that the object in question was in fact the prototype for a famous Frederic
Remington bronze. Then not only are there a statue and a piece of clay before us,
there is also a statue-prototype. Originally, it seemed that the piece of clay could
have been spherical but the statue could not have been spherical, and this (along
with LL) led us to consider the two-object view. But now imagine that Remington
had instead made the statue with no intention of making a model for a future bronze
work, and in fact never produced any similar work in bronze. That would be a
situation in which the statue existed, but the statue-prototype did not. So something
seems to be true of the statue — it could have existed even though no prototype
existed — that isn’t true of the prototype. So it looks like the prototype and the statue
are two different things. Since it is also clear that the piece of clay has properties
that the prototype lacks (possibly being spherical will do), the original style of
reasoning evidently yields the conclusion that we have three objects, not two.
Discovering a fourth, a fifth, and so on, is now just a matter of finding new descrip-
tions to support further applications of the two-object reasoning with respect to
each of the objects already conceded to exist.
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There is yet a further reason to think that the present view will result in far too
many things. For consider any aggregation of molecules filling the entire location
of S (and C), but some of which are parts of S and some of which are parts of C.
It’s very hard to deny that it’s a physical object. But it can’t be either S or C, since
some of its parts aren’t parts of S and others of its parts aren’t parts of C. Either we
have a new physical object (and hence many, many more, corresponding to the
many different ways of combining parts of S with parts of C), or else we have to
give up the initially compelling idea that any bunch of molecules that are stuck
together in a given such region constitute a legitimate physical object.

We have mentioned only a few of the difficulties that confront the ‘two’-object
view, but they are clearly very serious. So let’s try to save the Common Sense View.
Of course we want to save it without abandoning Leibniz’ Law, but also — if we can
— without abandoning our ordinary beliefs about statues and pieces of clay. Thus
we seek a solution according to which both

(1) The piece of clay could have been spherical.
and
(2) The statue could not have been spherical.

remain true even though the piece of clay and the statue are just one thing.

Our proposed solution depends on Plato’s bold idea that the various properties
that things have — like being a statue or being made of clay — are ‘abstract’ entities,
entities that genuinely exist but are nevertheless not physical in nature. (Plato’s own
‘theory of forms’ is the cornerstone of his metaphysics and epistemology.)

For now, let’s assume in this Platonic spirit that for an entity ‘to have a property’
is for it to stand in a special relation to a specific such abstract entity. This relation
is usually called instantiation (or exemplification). On this assumption, for example,
for a thing to be a statue is nothing more nor less than for it to instantiate the property
of being a statue. To put it a little differently, the fact that a thing is a statue, and
the fact that it instantiates the property of being a statue, are just one fact.

On this view, to pick a different example, when a thing, x, is red, the basic
metaphysical nature of this state of affairs is relational: it consists in x’s bearing the
instantiation relation to the property being red (or redness). Thus when we say ‘x
is red’, we are really saying that x instantiates being red, that is, that the instantiation
relation holds between x and the property of being red. So the proposition that x
is red is really about fwo entities, not just one. It’s about the physical entity x and
also about an abstract entity, the property of being red. This metaphysical picture
plays a crucial role in solving the puzzle of the statue.
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Because any ordinary entity instantiates a multitude of properties at any given
time, there is no difficulty in supposing that a single thing instantiates both the
property of being the statue and the property of being the piece of clay. The way is
now clear for the possibility of saving the Common Sense View. But first we need
a further ingredient.

Suppose you are holding a red apple. Then you are holding something that has
numerous properties, including being red, being an apple, and being physical. On
our normal conception, these properties are related to each other in certain basic
ways. For example, everyone will agree that something could be red without being
an apple, and vice versa. And also that nothing could be red (or an apple) without
being physical. And, of course, something could be physical though neither red nor
an apple. What is the metaphysical source of these indisputable connections between
these very familiar properties? The Platonic view offers an answer.

In a nutshell, the answer is that these connections are relations between the
properties that depend only on how the properties are in themselves — their so-called
intrinsic properties — and not on any instances that the properties may or may not
have. Relations that hold between any entities strictly as a result of their intrinsic
properties are also sometimes called intrinsic. To illustrate the general idea, suppose
a given jockey is shorter than a given basketball player. Then that is a relation that
holds between these individuals solely as a result of their respective heights. So it
depends only on the athletes’ intrinsic properties, and it is therefore an intrinsic
relation.

Analogously, according to the Platonic view, if a property like being red or being
an apple cannot be instantiated by a thing unless that thing also instantiates being
physical, then this is a relation between the properties that depends only on how they
are in themselves. It doesn’t depend on there being any red things or any physical
things even though some things do happen to be both red and physical. The property
of being a unicorn in fact has no instances, but it is nevertheless true that it could
not be instantiated by a thing unless that thing also instantiated being physical. If
there were any unicorns then they would be physical in nature. So being a unicorn
is related to being physical in the same way that being red and being an apple are.

According to the Platonic view, again, to be red is just to instantiate being red.
Now, in keeping with the present idea, instantiating being red automatically involves
instantiating being physical. It’s no accident, it’s something about being red in itself
and being physical in itself that makes it impossible for anything to instantiate the
former property without also instantiating the latter. When this relation holds
between properties x and y, we say that x entails y. So being red, being an apple,
and being a unicorn are three examples of properties that entail being physical.
Obviously, being physical doesn’t entail any of the other three, so entailment
between properties may hold in one direction without holding in the other.
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Closely related to entailment is a relation between properties we may call
compatibility. Intuitively, two properties are compatible if there could be something
that instantiated both. Thus being red and being an apple are compatible (though
neither entails the other). And so are being a unicorn and being physical. Being
red and being green, on the other hand, are incompatible, as are being round and
being square. It isn’t hard to see that the compatibility of being red with being an
apple is just the failure of being red to entail not being an apple. Similarly, the
incompatibility of being red and being green consists in the fact that being red entails
not being green. So entailment and compatibility are, in a certain simple way, two
sides of the same coin.

We are now able to state the Platonic solution to the puzzle of the statue and the
piece of clay. Sentences (1) and (2) above do not just assert of a certain physical
object, respectively, that it could, and could not, have been spherical. It is precisely
the assumption that sentences like these merely assert that a given thing could have
been one way or another that leads to all the trouble. The Platonic conception
provides the possibility of a better interpretation. On this interpretation, sentence
(1) is not only about the thing in question and the property of being spherical, but
also about the property of being the piece of clay. Sentence (2), on the other hand,
is not at all about the property of being the piece of clay, but instead is about the
property of being the statue. Here, then, are the suggested Platonic readings of (1)
and (2):

(1*) Something instantiates being the piece of clay, and being the piece of clay is
compatible with being spherical;

(2*) Something instantiates being the statue, and being the statue is incompatible
with being spherical.

Each sentence thus asserts the existence of a physical object with a certain property,
and then goes on to assert either the compatibility or the incompatibility of the
relevant property with being spherical. Intuitively, when we say, ‘The piece of clay
could have been spherical’, we are saying that something could have been spherical
while being the piece of clay. And when we say, “The statue could not have been
spherical’, we are saying that nothing could have been spherical while being the
statue. So, if the sculptor had used the clay to make a sphere, then a certain physical
object would have instantiated the properties being the piece of clay and being
spherical, but of course not the property of being the statue.

This solution conforms to the Common Sense View by allowing that the piece
of clay and the statue are just one thing. And our intuition that ‘the piece of clay’
has a property that ‘the statue’ lacks is also accommodated, but with no danger
of some one thing both having and lacking a certain property. The ‘having’ and
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‘lacking’ of our intuition are accounted for by the compatibility and incompatibility
of different properties with being spherical. These different properties, of course,
are precisely the ones that are expressed by the different descriptions of what is in
fact one single thing.

It is worth noticing that the present solution and the multiple-object solution
have something important in common. They are both ‘ontological’ positions. They
attempt to resolve a seeming conflict in our ordinary thought by claiming, in effect,
that there are more things in existence than perhaps meet the eye. The multiple-
object solution depends on accepting a multitude of physical objects that happen
to occupy the exact same regions that other physical objects occupy. And the
Platonic solution depends on accepting a multitude of abstract objects that aren’t
located in physical space at all. We now turn to some questions about existence
itself, the fundamental concept of metaphysics and ontology.

EXISTENCE AND NON-EXISTENCE

What does it mean to say that something exists? To put the question a little
differently: What is involved in the concept of existence? Many concepts may be
explained by analysing them in terms of more basic concepts that we already take
to be understood. For example, the concept sibling may be analysed by appeal to
the simpler concept parent, as follows: to be a sibling is to be one of at least two
individuals that have a common parent. Is a similar sort of analysis available for
the concept of existence, or is this concept so basic that it cannot be analysed?

Materialist philosophers may be tempted to offer an analysis, in particular to
hold that to exist is to occupy space and time. Since materialists hold that only
material (that is, physical) entities exist, and since nothing could be material without
occupying space and time, it’s easy to see why this view might be tempting. It is
nevertheless a very dubious view.

Millions of people have believed that various genuinely existing entities are not
located in space and time. (Certainly this is part of many conceptions of God, and
also of certain philosophically sophisticated conceptions of abstract entities like
numbers and properties.) If ‘existing’ just meant occupying space and time, then
these opinions would not only be wrong, they would be self-contradictory. They
would be logically absurd just as a matter of definition. This would imply that their
proponents’ grasp of the concept of existence was dramatically incorrect. But surely
it isn’t self-contradictory to think that spirits or numbers exist. It may very well
be wrong, but it isn’t absurd. If spirits or numbers fail to exist, that is a matter of
fact, not a matter of definition, and this is something that a reflective materialist
will not dispute.
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The concept of existence thus doesn’t seem to be analysable by appeal to the
notions of space and time. Are there any other notions that might do the job? It
is very instructive to try to think of more basic concepts that might figure in a
successful analysis. If you try to find such concepts you are very likely to draw
a blank. This strongly suggests that the concept of existence is as basic as a concept
can be, and hence that it is simple in the special sense of failing to have any analysis
in more basic terms. It suggests that the millions of people who have thought that
various sorts of non-spatiotemporal entities exist have grasped the concept of
existence no less well than those who have rejected such entities.

Aristotle famously (and rightly) pointed out that not all concepts can be analysed,
for to assume otherwise would produce circularity or infinite regress. It is very
important to see that for a concept to lack an analysis in no way implies it is
mysterious or incomprehensible. On the other hand, it doesn’t imply it is unprob-
lematic or easily understood either. (So a concept that is simple in the present special
sense need not be simple in the everyday sense of being easily understood.) Existence
is a concept that has in fact created a good deal of metaphysical confusion. Much
of that confusion surrounds the logic of assertions of existence and non-existence,
and we will now try to dispel it by offering an analysis. In conformity with our
recent discussion, our analysis will not incorporate an analysis of existence itself,
so it will be compatible with the view that this concept is simple.

Let’s begin by thinking about sentences of subject—predicate form. For example,
consider ‘Mars is a planet’. What makes this sentence say something about the
world? One very natural answer — variations on which are widely accepted — has
two parts. First, the (grammatical) subject, ‘Mars’, refers to a specific entity; and
second, the predicate, ‘is a planet’, says something about that entity. A Platonist,
for example, might hold that the predicate attributes the property of being a planet
to the entity to which the subject refers. This overall semantic picture is very
appealing but it may not ultimately be accurate. For example, if there really are no
Platonic properties, then some other way of understanding the ‘attribution’ made
by the predicate will have to be found. Further, there may be problems with the idea
that the function of the subject is just to refer to a certain entity. But — for the
moment — let’s set these issues aside and accept the picture provisionally, as an
intuitively reasonable starting point. Certainly something along these lines really is
going on, and that is how the sentence manages to say something about the world.

In fact there is a physical object, Mars, that does instantiate the property of being
a planet, and since our sentence evidently asserts precisely this, it’s true. If it had
happened that Mars was not a planet, the sentence would still assert that it is, so it
would be false. This sounds good so far. But now consider the false sentence, ‘Mars
does not exist’. Why is it false? It’s tempting to answer in accordance with our
provisional view. That would be to say it’s false because the object that ‘Mars’ refers
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to instantiates the property of existing, and hence doesn’t instantiate the property
of not existing, with the result that the sentence is false.

But there is a huge problem with this answer. For sometimes sentences like this
are true. For example: ‘Zeus does not exist’ or ‘Santa Claus does not exist’, or the
like. The very fact that these sentences are true seems to entail that there simply are
no entities for the terms ‘Zeus’ and ‘Santa Claus’ to refer to in the first place. This
would make it impossible to account for their truth in the way we accounted for
the truth of ‘Mars is a planet’. The idea that there is an entity that is referred to by
‘Zeus’ and instantiates the property not existing seems paradoxical. This is the
problem of existence and non-existence.

A more general consideration is this. It is uncontroversial that many ordinary
things, like trees and houses, come into existence at given times and later go out of
existence. So our problem isn’t just about exotic mythical or fictional ‘entities’. (Just
when a specific tree or house begins or ceases to exist is perhaps unclear, but that
is a different question.) Now, intuitively, if something doesn’t exist, then it’s very
hard to see how it could instantiate any properties at all. Instantiation, on the
Platonic picture anyway, is a relation between an entity and a property: no entity,
no instantiation. This suggests immediately that not existing is not a property that
any entity could instantiate. For example, no tree that has ceased to exist is now
available to instantiate not existing. But then, what do we mean when we say
that the oak tree that used to be in the yard no longer exists? The other side of this
coin is that existing is a property that every entity instantiates. Even though many
trees and houses have long since ceased to exist, it’s still true, right now, that
everything exists, because the ‘everything’ doesn’t include these former entities.
(Some philosophers have drawn the stronger conclusion that existing and not
existing simply aren’t properties in the first place. But this creates the problem of
saying just what it is that these terms express if they don’t express properties.)

Various ways of dealing with the problem of existence and non-existence have
been proposed. Here we will only consider two. One of them is a surprising
departure from our ordinary thinking. It’s the view that even though Zeus doesn’t
actually exist, he nevertheless enjoys a certain sort of being, so that the term ‘Zeus’
really does refer to something. On this view (originating with the Austrian
psychologist and philosopher, Alexius Meinong), there are two kinds or levels of
being. One level, in effect, is actual existence. The other is merely possible existence.
The planet Mars has being in the first and more robust sense. The god Zeus lacks
this, but nevertheless has being in the second, less robust sense. Several different
versions of this basic position have been offered and we won’t go into their details.
But all of them have the virtue of allowing for a uniform treatment of the sentences
‘Mars is a planet’ and ‘Zeus does not exist’. They see these sentences as attributing
properties to real, though not necessarily actual, entities. This general position is
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called possibilism, because it acknowledges ‘merely possible’ entities. Any view that
rejects merely possible entities, holding that everything that exists is actual, is a
species of the general position called actualism.

Possibilism is a genuinely exotic view, but of course that doesn’t mean it’s wrong.
The mere fact that it allows for a uniform semantic analysis of the sorts of sentences
we’ve been considering is surely a strong point in its favour. But it faces the very
stiff challenge of explaining the second level of existence in a plausible way. This
involves addressing many difficult problems. Here are two that are closely related:

1 It seems that merely possible entities must be abstract. Consider Santa Claus.
If he were to exist in the more robust sense, he would be a physical entity (at
least in part). So he (or at least his body) would, at any time, have a specific
location. But since he doesn’t exist in this sense, he doesn’t have any physical
location. So he must be abstract. It is certainly very odd to suppose that a given
thing might or might not be abstract, depending on what sort of being it
happened to enjoy. For example, this evidently entails that Mount Everest would
have been an abstract entity if the geology of the earth had developed differently.

One response might be that the abstract Santa exists even in possible cir-
cumstances in which Santa enjoys the more robust sort of being. In such
circumstances there would be two entities, abstract-Santa and robust-Santa. But
this really is hard to defend. Which sentences containing the term ‘Santa Claus’
refer to the abstract entity, and which refer to the robust entity? Intuitively, the
‘Santa’ of ‘Santa is fat’ would refer to robust-Santa if he were to enjoy robust
being. But isn’t ‘Santa is fat’ true even though he doesn’t actually exist? And
how can it be that in the actually false ‘Santa exists’, ‘Santa’ refers to abstract-
Santa? Wouldn’t it refer to robust-Santa if he did exist? Or would the sentence
then be ambiguous? We are in serious danger of losing the semantic uniformity
that recommended the possibilist view in the first place.

2 What are the limits of merely possible existence? Suppose both you and I have
convincing dreams that there is a single golden mountain. Each of us has vivid
visual images in these dreams. And suppose each of us is convinced of the actual
existence of such an entity. Alas, we are both wrong. Yet we go around saying
‘The golden mountain exists’. Do our respective utterances mean the same thing
or not? It’s difficult to believe that they do, for you might think ‘the mountain’
was on Mars, while I might think ‘it was in a remote Amazonian jungle, or
below the sea on the lost continent of Atlantis. But then how many abstract,
unique golden mountains are there? If there’s just one, then how is it that our
very different conceptions concern i#? And what if a third person dreams that
there are many golden mountains? What keeps the one we imagine to exist from
being among the many the third person imagines? (After all, ours was supposed
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to be unique.) On the other hand, if yours and mine are different, then they
seem to be dependent on our imaginings. But it’s very odd to think that abstract
entities should depend for their existence on things that go on in the temporal
realm. After all, they aren’t located in space or time in the first place. And if
these entities aren’t dependent on our imaginings, then there must be many more
that have never been and never will be imagined.

These problems pose a very severe test for any possibilist account. But addressing
them would immerse us in more detail than we can undertake here. So instead we’ll
turn to an actualist approach to the problem of existence and non-existence. One
such approach goes roughly like this. In the sentence ‘Mars is a planet’, the term
‘Mars’ doesn’t refer to a specific object after all. (So the provisional view is held to
be wrong on this crucial point.) Rather, it expresses a property — being Mars — which
a single specific object happens to instantiate. The entire sentence means that some
entity instantiates both the property of being Mars and the property of being a
planet. Because some entity in fact does instantiate both of these properties, the
sentence is true. Now, the proponent of this view surely owes us a clear explanation
of the nature of properties like being Mars, and providing one might prove to be a
difficult task. But, for present purposes, let’s just assume an adequate explanation
can be given and ask how things would then work with assertions of existence and
non-existence.

Consider the true sentences ‘Mars exists’ and ‘Zeus does not exist’. First we’ll
give an approximate analysis and then refine it. On strict analogy with ‘Mars is a
planet’, the first sentence would mean that some entity instantiates both being Mars
and existing. That seems fine. But the second sentence can’t mean that some entity
instantiates both being Zeus and not existing, since that would be an explicitly
possibilist interpretation. Instead, suppose we take assertions of non-existence
to be negations of assertions of existence. Then ‘Zeus does not exist’ is simply
shorthand for ‘It is not the case that Zeus exists’. Accordingly, it just means it is not
the case that some entity instantiates both being Zeus and existing. This treatment
doesn’t require that there be anything for “Zeus’ to refer to, so it is fully compatible
with actualism.

That is our first approximation. The problem is that it may not really provide a
uniform general treatment. For it isn’t clear that we can always ‘move’ an internal
negation out to the front and preserve the meaning of sentences with predicates not
explicitly expressing existence. (For example, ‘Jones does not like Smith” and ‘It is
not the case that Jones likes Smith’ apparently don’t say the same thing. The first
sentence strongly suggests that Jones dislikes Smith, but the second is compatible
with a neutral attitude.) In other words, some predicates may not function like
‘exists” and ‘does not exist’ in this respect.
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Now, we have already noticed that existence and non-existence are rather unusual
properties (assuming they are properties in the first place). No matter what the
world might be like, it would still be true that everything exists. And no matter what
the world might be like, it would still be true that nothing fails to exist. Parallel
features don’t seem to be shared by other properties. Moreover, it is also intuitively
right that no property whatsoever can be instantiated by anything that doesn’t exist.
Thus it seems redundant to regard ‘Mars exists’ as meaning that some entity
instantiates both being Mars and existing. If an entity instantiates being Mars — or
any other property — then it automatically exists. So why not take ‘Mars exists’ to
mean simply that some entity instantiates being Mars? That would remove the
redundancy. And then ‘Zeus does not exist’ would mean it is not the case that some
entity instantiates being Zeus or, in other words, that no entity instantiates being
Zeus. This is our final actualist analysis.

This treatment takes existence as a special property that is expressed in English
by ‘something’, ‘some entity’, ‘someone’ and so on. Expressions like these are called
existential quantifiers. Thus, on the present account, existence is expressed by
existential quantifiers, and non-existence by negations of existential quantifiers. To
say that Zeus doesn’t exist is, in effect, to say that none of the things that exist have
the property of being Zeus. Because existence and non-existence are treated in this
special way, the analysis makes no general commitment regarding predicates not
explicitly expressing these properties (and it is therefore an improvement on the
first approximation).

We conclude this section with a few remarks about a famous and fascinating
problem about existence. Many people have gazed at the night sky and experienced
a deep sense of awe that such a cosmos should exist at all. This sense of wonder is
reflected in the familiar question, “Why is there something rather than nothing?’ In
what follows we will content ourselves with trying to illuminate this ‘cosmological’
question, for it is significantly subtler than it might first seem.

When people ask the cosmological question, they are typically wondering only
about the existence of the seemingly contingent reality that surrounds us. If there
also exist necessary entities (like God or numbers), then their very necessity would
evidently be the best possible explanation of their existence. So let’s agree at the
outset to understand the question as restricted to the case of contingent existence.

This question evidently asks for an explanation, but an explanation of exactly
what? It’s one thing to gaze at stars and ask why our specific universe exists, and
quite another to ask why any universe of this general kind exists. It’s actually fairly
common to try to explain the existence of a specific contingent thing. For example,
a certain dog’s existence might be explained by pointing out that a mating of two
other specific dogs occurred, with the given dog as a result. It’s also common to try
to explain why any entities of a specific general kind exist. Thus a well-known
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explanation for the existence of dogs posits that humans found that some wolves
were not aggressive toward them, and they bred these wolves, rebred their offspring,
and so on, intuitively selecting for friendliness and tractability at each stage. The
ultimate result was dogs. This sort of explanation doesn’t explain the existence of
any particular dogs at all. (If the original individual wolves had been entirely
different, it is very plausible to think that an entirely different genealogy of dogs
would have resulted, so that no actual dog would have existed even though there
would have been plenty of dogs.) If this explanation is successful, it merely tells us
why there are some dogs rather than none.

So we are already familiar with explanations for both ‘specific’ and ‘general’
existence. Thus we have both a specific and a general interpretation of the cosmo-
logical question. In fact, there are three sorts of specialists with deep professional
interest in this question: astronomers (including astrophysicists), metaphysicians,
and theologians. Very roughly, the astronomers are mainly interested in the specific
interpretation of the question, the metaphysicians mainly in the general, and the
theologians are interested in both.

It’s important to see that an answer to a specific existence question doesn’t
necessarily provide an answer to a corresponding general question (and that the
reverse doesn’t necessarily hold either). It’s easy to see this in the case of dogs. My
dog Jack exists (roughly) because two other dogs (both known to me) mated and
Jack was in the resulting litter. This (perhaps) explains the existence of the dog Jack.
It is a logical consequence of this explanation that dogs exist. But the explanation
is nevertheless 7ot an explanation of the general existence of dogs, for it presupposes
that dogs exist. (Of course we just saw that although the wolf domestication story
may explain why there are dogs, it doesn’t explain the existence of Jack or any other
particular dog.)

There is something else that complicates the cosmological question, whether we
take it specifically or generally. It has to do with the concept of explanation. Our
specific and general dog examples have something very important in common: they
attempt to explain features of concrete reality by reference to other features of
concrete reality. But the cosmological question seeks an explanation for all of (either
specific or general) concrete reality. So appeal to other features of concrete reality
is impossible. This suggests that no answer to the cosmological question would
count as an ‘explanation’ in the ordinary sense of the term. But then would it really
be an explanation and, if so, what kind of explanation? We cannot address these
questions here, for the answers would depend heavily on the details of the candidate
explanation.

Instead let us quickly survey the sorts of proposals that are associated with
astronomers, theologians, and metaphysicians. It is often claimed that most astron-
omers hold that our (specific) universe originated in an awesome explosion — “The

53



MICHAEL JUBIEN

Big Bang’ — that occurred some billions of years ago. It is certainly possible that
there really was such a great explosion, and also that the specific array of matter
(and energy) at each subsequent time in the universe may be traced to this singular
event. That may be just what people who make this claim intend. But even though
it may be correct (and if correct, extremely important), it isn’t a satisfactory answer
to the cosmological question. The reason is that the explosion itself would be a
physical event, and hence it would be a (past) part of the physical universe. To claim
that the explosion explained the existence of the universe would be to hold that the
existence of a specific entity could be explained by appealing to a part of that very
entity. But that seems entirely unsatisfactory. A general moral is that any attempt
to explain the existence of the universe by appealing to physical events, conditions,
or entities evidently fails to answer the cosmological question in a satisfying way.

Many theologians (along with many ordinary people) hold that the universe was
created by God, a necessary being who is not part of the material realm. This
approach avoids the ‘Big Bang’-style difficulty of trying to explain the existence of
an entity by appealing to a part of it. But for precisely this reason, it faces a number
of equally vexing problems. For one, it is a radical departure from our usual concept
of explanation as applied to material events and entities. As we saw earlier, our
usual procedure is to explain one material circumstance by appealing to other
material circumstances. Positing divine creation would clearly not provide an
explanation in anything like this sense of the term.

And here is a closely related problem. Although we routinely understand cases
in which a physical thing is created from other physical things (a fence from some
boards, steam from water, etc.), it is hard to see how something physical could be
created either from nothing or else from something nonphysical. Thus it has seemed
to many critics that claiming the universe is God’s creation is so far just a metaphor,
and that it cannot be a plausible explanation until the metaphor is eliminated in
favour of a genuine analysis. Many proponents of the religious answer to the
cosmological question fully appreciate this problem, and some hold that divine
creation is beyond human analysis or understanding, but that it is nevertheless true.

A metaphysician might survey these efforts and try to find a way to avoid the
pitfalls of both. One way might be to conclude that the universe exists necessarily,
despite our strong initial feeling to the contrary. This would be to explain the
concrete universe without appealing to any entities at all, whether outside of it or
part of it. It would also be a proposal that answered both the specific and the general
version of the cosmological question. The main problem with this idea is that if our
specific universe is indeed a necessary entity, then so is every part of it, including
every proton, every grain of sand, every animal and human being, every artefact,
and so on. This conclusion is very hard to accept since we normally think all such
entities are contingent.
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But it isn’t just these familiar entities that would be necessary, for the universe
isn’t just a collection of individual entities. Events occur in the universe, and it would
follow that they all occur of necessity, including those that seem intuitively to be
actions we have freely chosen to perform. So the explanation from necessity faces
the very high hurdle of replacing a great deal of our commonsense picture of
ourselves and our world. An alternative in the same spirit might be to argue
somehow that it is necessary that there be some contingent universe or other, leaving
the intuitive contingency of the actual universe intact. This would be to propose a
‘necessitarian’ answer to the general cosmological question. But it is far from clear
how such an argument would proceed, and it would still leave the specific
ontological question unanswered.

We now turn to our third metaphysical topic, which will provide an excellent
occasion for applying the actualist analysis of assertions of existence and non-
existence discussed above, as well as the conception of properties developed in the
section on identity and constitution.

LIFE AND DEATH

During the American election season of the year 2000, something interesting and
unfortunate occurred. One of the two major candidates running for the (US) Senate
from Missouri was killed in an aeroplane crash. His name was Mel Carnahan, and
his death occurred after the ballots had been printed and distributed to precincts,
but before election day. It was too late for his party to select a new candidate and
for new ballots to reflect a change. On election day, a vast majority of voters were
well aware that Carnahan was dead. But when the votes were finally counted,
‘Carnahan’ received more than ‘his’ major opponent, John Ashcroft.

If this is surprising, what followed may be even more so. For the news media
reported, in complete sincerity, that Ashcroft had been ‘defeated by a dead man’,
and Ashcroft himself conceded defeat. Then Carnahan’s wife was appointed to serve
the term in the Senate, as if Carnahan had died after winning the election.

But how can ‘a dead man’ win an election? By getting more votes? That’s too
simple; it just replaces one difficult question with another: how can ‘a dead man’
get more votes? Winning the election and getting more votes are evidently properties.
In the section on existence and non-existence we endorsed the Platonic idea that
instantiation is a relation that holds between entities and properties. Thus if it were
true that a dead man won the election, then there would have to be a genuinely
existing entity — @ dead man — available to instantiate that property. So the under-
lying metaphysical question is whether dead people really do exist.

If dead people exist, what are they like? A common religious answer appeals to
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a species of mind-body dualism. It holds that a dead person is an immaterial soul
(or mind) that has been ‘separated’ from the human body it once ‘inhabited’. This
view is compatible with each of two very different accounts of living people. On
one, a living person is an immaterial soul that happens to inhabit a human body.
On the other, a living person is the ‘sum’ of a soul and the human body it inhabits
(and so only a part of the living person). But on either view, a dead person is taken
to be a soul that once inhabited a human body (but doesn’t now). Thus ‘religious
dualism’ offers entities to instantiate such properties as winning the election and,
in general, being dead. (It is worth noting that dualism per se is not committed to
the view that the ‘separated’ soul is a dead person. In fact, dualism is logically
compatible with the idea that the soul ceases to exist when the body dies. But of
course religious versions are typically very much committed to the continued
existence of the person.)

Dualist views about living people face their own distinctive problems, which we
will not discuss. But the one that is likely the most pressing is worth mentioning
briefly. We need a plausible explanation of what it means for an immaterial soul to
inhabit a material body. Does this notion involve immaterial entities having
spatiotemporal locations? If it does, then we need an explanation of how this can
occur. And if it doesn’t, the notion of inhabiting may seem merely metaphorical.

The religious doctrine of death also faces problems. The most important is
probably this. Even if there are immaterial souls, somehow associated with our
bodies when we’re alive, to hold that death is the separation of the soul from the
body is a considerable departure from how we ordinarily think about death in
general. The departure has two closely related aspects. First, many entities besides
humans live and die, but most of us are not at all inclined to think, for example,
that simple plants and animals have souls. Of course if they don’t have souls, then
their deaths consist in purely physical events not involving any relations between
immaterial and material entities. It is very odd to think that death should be
dramatically different metaphysically, depending on which species of things are
doing the dying.

The second aspect is that our actual assessments of the occurrence of death in
humans are always made on purely physical grounds. We don’t have any means for
detecting a cessation of inhabitation of a body by a soul. We don’t even think about
this. When we look for evidence of death we’re concerned with the state of vital
organs (namely the heart and the brain). In short, our evidence for human death is
completely analogous, given differences of biological makeup, to the evidence that
bears on the death of, say, a geranium or a salamander.

So it seems that the concept of death is one that applies in a uniform way across
all species of living things, including ours, and that this is entirely independent of
the truth or falsity of the religious doctrine of dead people as souls. A religious
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dualist and a non-religious materialist should have the same conception of death
even though they have dramatically different conceptions of what it is to be a human
being (living or dead). Death, on this account, is something entirely physical that
happens to human (and other) bodies. When we say that a person has died, we are
claiming that something has happened to the person’s body. It is crucial to see that
in saying this, we do not thereby make any commitment as to whether or not a dead
person exists as a consequence of the death. Both materialists and dualists may
either affirm or deny the existence of dead people (though, again, a religious dualist
will not be tempted by the latter option).

There are compelling reasons for a materialist to deny the existence of dead
people. Having rejected immaterial souls, a materialist who favours dead people
must take them to be physical entities. But what physical entities? The answer may
at first seem obvious: it’s human bodies that die, and a dead human body is a corpse.
So the corpses are the dead people. In fact we commonly both think of and refer to
corpses as ‘dead people’. (Of course this may just be a loose and unreflective way
of thinking and speaking about dead bodies.)

But sometimes people die in cataclysmic ways, with the result that there is no
physical entity that can plausibly be called a corpse — there simply is no dead body.
It’s extremely odd to think that if a ‘natural’ death occurs during sleep, we have a
dead person, but if someone is annihilated in a nuclear catastrophe, we do not. The
doctrine of dead people is intuitively implausible if some deaths result in dead people
but others do not. Death should be entirely egalitarian.

Earlier we considered two rival accounts of what it takes for subject—predicate
sentences akin to ‘Smith is dead’ to be true. Though they differ in the details of how
the subject ‘Smith’ functions, both views as they stand require that there be an entity
that instantiates being dead. As we have just seen, a sentence like ‘Smith is dead’
ought to be true no matter how Smith died. This is certainly how we normally use
such sentences. But if Smith was blown to smithereens, ‘Smith is dead” winds up
being false on either of the unmodified accounts. This outcome seems clearly
unacceptable, and it strongly suggests that such semantic accounts of ‘Smith is dead’
need revision.

Of course one might hope for a conception of dead people that is both materialist
and egalitarian. We might decide to count not only corpses, but also certain piles
of ashes, certain ‘sums’ of widely scattered atoms (or even subatomic particles), and
so forth, as dead people. Most would probably find this extension of the original
idea too far-fetched to accept. Furthermore, it would do nothing to address the
remaining, inegalitarian possibility of the complete annihilation of the body, in
which nothing at all survives the event of the death.

A more promising way for a materialist to preserve egalitarianism is to deny that
there are any dead people in the first place. On this view, a sentence like ‘Smith is
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dead’ is synonymous with ‘Smith died’, and makes no commitment to the existence
of a dead person. This idea is somewhat parallel to the treatment of assertions of
existence and non-existence we considered in the second section. Just as ‘Zeus does
not exist’ was held not to entail that some entity instantiates not existing, ‘Smith is
dead’ is held not to entail that some entity instantiates being dead. But death is a
little more complicated than non-existence since it has to be preceded by life. So
let’s try to develop the details of the suggested view carefully, recapitulating some
of what was discussed before.

Our original model subject—predicate sentence was ‘Mars is a planet’, and we
ultimately analysed it by:

(1) Some entity instantiates being Mars and being a planet.

But this model was found not to work well with claims of existence and non-
existence, and we finally analysed ‘Mars exists’ by the simpler:

(2) Some entity instantiates being Mars.
and ‘Zeus does not exist’ by:
(3) No entity instantiates being Zeus.

Now, being alive and being dead are surely genuine properties that various things
may or may not have. But, they don’t work quite as smoothly as existing and not
existing, because (as just noted) being dead isn’t simply not being alive. Tables and
chairs aren’t alive, but they aren’t dead either since they never were alive. Corpses
and autumn leaves, on the other hand, really are dead. To be dead, roughly, is to
fail to be alive after having been alive. Of course, nothing can be either dead or alive
unless it exists. Let’s put these thoughts together while retaining the egalitarian goal
of avoiding commitment to dead people.

Suppose a human being, Smith, dies while sleeping. During the period when
Smith is alive, the sentence ‘Smith is alive’ is of course true. Following the pattern
of (1), we may analyse it by:

(4) Some entity instantiates both being Smith and being alive.
A materialist believes this entity is nothing more nor less than Smith’s warm body.
For a while after Smith expires, his corpse remains. And of course it is a dead human

body, so some related entity does instantiate being dead during this period. This
might tempt us to analyse ‘Smith is dead’ by: once some entity instantiated being
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Smith and being alive, but now that entity instantiates being dead. This view might
seem promising for the egalitarian since it makes no commitment to the dead entity’s
being the person Smith. The trouble is that we’ve already agreed that ‘Smith is dead’
would be true even if his death involved the complete annihilation of his body. So
this analysis just isn’t right. We need an analysis according to which ‘Smith is dead’
— despite its superficial appearance and despite the convenient but misleading
presence of Smith’s dead body — does not assert that some entity instantiates being
dead. So we need to get the irrelevant dead body out of the picture entirely. This
suggests a departure from the model of (1) analogous to the earlier departure
captured in (2) and (3). It suggests that we take ‘Smith is dead’ to mean:

(5) Once an entity instantiated both being Smith and being alive, but now no entity
instantiates both being Smith and being alive.

Given that (4) correctly analyses ‘Smith is alive’, analysis (5) says, in effect, ‘Once
Smith was alive, but now it is not the case that Smith is alive.” This, of course, is
just a roundabout way of saying that Smith has died. So (5) captures the fact that
Smith is dead, but it does so without requiring the existence of anything instantiating
the property of being dead. It’s just what our egalitarian materialist needs.

But notice that (5) should also be perfectly acceptable to others, even to religious
dualists who believe that Smith still exists and that he’s dead. Analysis (5) is logically
compatible with this view since it doesn’t require the property of being Smith to be
uninstantiated. It only requires that nothing instantiate both being Smith and being
alive. Since a religious dualist of course doesn’t think Smith is alive, the overall view
is fully consistent with (5). Our dualist and our materialist can both accept the
analysis, but their acceptance of the second part will be for very different reasons.

The idea that there are dead people stems from three or four misleading sources.
First, it is clearly true that people die. Second, when a person dies, a dead human
body usually remains. Third, the belief that an immaterial soul survives the death
of the body is very widespread. Finally, we commonly report the fact that Smith has
died by saying ‘Smith is dead’, and then our ordinary understanding of present-
tense, subject—predicate sentences leads us to think this requires that there be some
entity that is dead. Between the dead body and the disembodied soul, there is a good
deal of pressure to think that this must be right, and that one or another of these
very different entities (or something closely related) really is Smith and, of course,
really is dead. But our analysis has shown that a very reasonable account of human
death requires no such thing. It is perfectly consistent to hold that although many
people have died, there really are no dead people.
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CONCLUDING NOTE

In this chapter we have considered several important metaphysical concepts,
including existence, identity, properties and death. And of course many other
important philosophical concepts are treated in the other chapters of this book. But
what are concepts? Are they just ideas in our minds? And do philosophers treat
concepts in a distinctive or unusual way? Let’s try to shed a little light on these
questions.

The words ‘concept’, ‘idea’, and ‘notion’ (along with a few other synonyms) are
confusingly ambiguous. Sometimes they are used to express something that is going
on ‘in the mind’. This sense is intended, for example, when we say things like ‘He
has no concept of fairness’ or ‘She sometimes had delusional ideas’. Here concepts
and ideas are evidently mental events or representations (or processes or the like),
and we may think of them as subjective in the sense that they depend for their
existence on a thinking subject. Whether subjective concepts are physical events in
our brains or non-physical phenomena occurring in immaterial minds doesn’t matter
for present purposes. What matters is that they are ‘private’: you and I may have
subjective concepts that are somehow similar, but it is impossible for us both
to have what is literally a single such concept. Whether our minds are physical or
not, different minds have no parts in common, so what is going on in one mind
automatically isn’t going on in another. (Furthermore, because they are mental
events or states, the concept of, say, fairness that you have on one occasion cannot
be identical with the one you have at another time. They are distinct events no
matter how similar they might be.)

But on other occasions these same three words evidently mean something that is
not at all subjective. For example, when a physics professor says, “We now turn to
the concept of gravitation’, it isn’t something mental that’s being introduced. The
topic is not going to be one of the professor’s own mental representations, nor will
it involve our own mental activity. Instead the topic will be a concept in a non-
subjective sense of the word, something ‘public’ that we are all capable of thinking
about, but that doesn’t depend for its existence on any thinking subject at all.
Gravitation, after all, is a concept that is realised in the physical world in complete
independence of any mental activity. This is potentially confusing because the very
act of thinking about the non-subjective concept of gravitation involves having a
subjective concept of gravitation. When we think about gravitation we are thinking
about a certain non-subjective concept, and our various subjective concepts
represent it. They’re like different photographs of a single specific object. (Matters
are even more confusing when the non-subjective concept is of something subjective,
like consciousness. Thinking about the non-subjective concept of consciousness
involves having in one’s own consciousness a subjective concept of consciousness.)
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We do not have space to discuss the nature of non-subjective concepts in detail.
(One promising view is that they are Platonic properties and relations. For example,
the concepts of existence and mass are properties that things may have; the concepts
of identity and gravitation are relations that things may bear to one another.) For
now let’s just assume that such concepts really do exist, and that existence, mass,
identity, and gravitation are among them.

Two of these concepts are from physics and two are from metaphysics. Although
it may be initially surprising, a little reflection reveals that theoretical scientists
and philosophers are engaged in very much the same sort of activity. They are
trying to formulate theories that analyse and connect the non-subjective concepts
that are specific to their disciplines. Here are two simple examples. Newton’s law
of gravitation holds that the strength of the gravitational force between two bodies
is directly proportional to the product of their masses and inversely proportional
to the square of the distance between them. This theory (now supplanted by
more modern views) postulates explicit connections between the concepts of
gravitational force, mass, and spatial distance. But it is not a mere report of how
actual bodies are related in these ways to each other. It is ‘universal’ in the sense
that it asserts an unwavering connection among these concepts, one that is supposed
to hold no matter how the matter in the universe might actually be arranged. It’s
a theory.

Our philosophical example is drawn from epistemology. It was once widely
accepted that the following three conditions were necessary and (jointly) sufficient
for a subject S to know a proposition p: (1) S believes p; (2) p is true; and (3) S
is justified in believing p. This theory connects the philosophical concepts of
knowledge, belief, truth and justification. It is a very appealing view, but most
contemporary philosophers agree that although the three conditions are indeed
necessary, they aren’t sufficient for knowledge.

Physicists and philosophers go about their business in very much the same way.
They think about the concepts they are working on, formulate hypotheses, and
subject them to critical scrutiny. In physics, the scrutiny often ultimately involves
empirical evidence obtained from experimentation or observation. But it can also
rest on purely conceptual considerations made independently of empirical evidence.
(Many physical theories have in fact been overthrown on purely conceptual
grounds.) In philosophy the balance is tilted the other way. It is comparatively rare
(though not unheard of) that empirical evidence plays an ultimate evidential role,
and very common that the critical scrutiny of theories is based on purely conceptual
considerations. In this respect philosophy is more like pure mathematics than
physics. This difference between philosophy and mathematics, on the one hand,
and physics and other natural sciences, on the other, is largely just a result of the
sorts of concepts that are involved in the various theories.
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Somehow all of us have access to the basic non-subjective concepts that philosophy
treats, and we are able to formulate and criticise theories largely by reflection on
these concepts and how they are related to one another. Many examples of this
‘analytic’ philosophical approach may be found in this and other chapters of
this book.

EXERCISES

1 If abstract entities like numbers (or properties) exist, do they exist in the same sense of
the word in which concrete entities exist? To put it a little differently, when the word
‘exist’ occurs in sentences like ‘Numbers exist’, does it mean what it means in sentences
like ‘Dogs exist'?

2 Leibniz’ Law evidently admits of a rigorous proof. What about the converse of Leibniz’
Law? Is it even true?

3 Assuming that Platonic properties exist, it is clear that some actually have no instances
(being a female US president in 1999) and some necessarily have no instances (being a
round square). With this in mind, discuss such properties as being a Martian, being a
unicorn and being Sherlock Holmes.

4 Did John Ashcroft really lose the election? Approach this question from a strictly
metaphysical (rather than legal) perspective.

5 Any two entities are similar in some respects, different in others. For example a tennis
ball and a golf ball are similar in shape but different in size, and so on. Platonic properties
provide the basis for an explanation of this phenomenon: things are similar when there
is a property that they both instantiate, different when there is a property that one
instantiates but the other doesn’t. How might a philosopher who rejects abstract entities
go about explaining similarity and difference?
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LOGIC
Greg Restall!

INTRODUCTION

Logic is the study of good reasoning. It’s not the study of reasoning as it actually
occurs, because people can often reason badly. Instead, in logic, we study what
makes good reasoning good. The logic of good reasoning is the kind of connection
between the premises from which we reason and the conclusions at which we arrive.
Logic is a normative discipline: it aims to elucidate how we ought to reason.
Reasoning is at the heart of philosophy, so logic has always been a central concern
for philosophers.

This chapter is not a comprehensive introduction to formal logic. It will not teach
you how to use the tools and techniques that have been so important to the discipline
in the last century. For that you need a textbook, the time and patience to work
through it, and preferably an instructor to help.? The aim of this chapter is to situate
the field of logic. We will examine some of the core ideas of formal logic, as it has
developed in the past century, we will spend a significant amount of time showing
connections between logic and other areas of philosophy, and most importantly, we
will show how the philosophy of logic contains many open questions and areas
of continued research and investigation. Logic is a living field, and a great deal of
interesting and important work in that field is being done today.

This chapter has five major sections: the first, Validity introduces and demarcates
the topic which will be the focus of our investigation: logical validity, or in other
words, deductive logical consequence. The most fruitful work in logic in the
twentieth century has been informed by work in the formal sciences, mathematics
throughout the century, and computer science in the second half of the century and
into the twenty-first. So, the nature of Formalism will take up our second section.
I will explain why logic as it has been studied is a formal discipline, and what that
might mean for its techniques and applications. Work presenting formal logical
systems generally proceeds in one of two ways, commonly called syntax and
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semantics, though I will explain below why I think that these terms are jointly a
misnomer for the distinction between Interpretations on the one hand and Proofs
on the other. There is no doubt that Interpretations and Proofs play an exceedingly
important role in logic. The relationships between the two general modes of
presenting a logical system can be presented in soundness and completeness results,
which are vital to logic as a discipline. Finally, a section on Directions will sketch
where the material presented here can lead, both into open issues in logic and its
interpretation, and into other areas of philosophy.

By the end of this chapter, I hope to have convinced you that logic is a vital
discipline in both senses of this word — yes, it is important to philosophy, mathematics
and to theories of computation and of language — but just as importantly, it is alive.
The insights of logicians, from Boole, to Frege, Russell, Hilbert, Godel, Gentzen,
Tarski to those working in the present, are alive today, and they continue to inform
and enrich our understanding.

We will start our investigation, then, by looking at the subject matter logicians
study: logical consequence, or valid argument.

VALIDITY

An argument, for philosophers, is a unit of reasoning;: it is the move from premises
to a conclusion. Here are some arguments that might be familiar to you.3

Nothing causes itself.
There are no infinite regresses of causes.
Therefore, there is an uncaused cause.

Itis a greater thing to exist both in the understanding and in reality, rather than
in the understanding alone.

That which is greater than all exists in the understanding.

Therefore, that which is greater than all must exist not only in the understanding
but in reality.

The first argument here has two premises (the first states that nothing causes itself,
the second that there is no regress of causes) and one conclusion (stating that there
is a cause which is not caused by something else). Arguments may have many
different virtues and vices. Some arguments are convincing and others are not. Some
arguments are understandable and others are not. Some arguments are surprising
and others are not. None of these virtues are the prime concern in the discipline of
logic. They bear not only on the argument itself and the connections between
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premises and conclusions, but also on important features of the hearers of the
argument. Issues like these are very important, but they are not logic as it is currently
conceived. The central virtue of an argument, as far as logic is concerned, is the
virtue of validity. To state things rather crudely, an argument is valid just when the
conclusion follows from the premises: that is, in stating the premises, the conclusion
follows inexorably from them.

This ‘definition’ of the term is no more than a hint. It does not tell us very much
about how you might go about constructing valid arguments, and nor does it tell
you how you might convince yourself (or convince others) that an argument is not
valid. To do that, we need to fill out that hint in some way. One way to fill out the
hint, which has gained widespread acceptance, is to define the concept of validity

like this:

An argument is valid if and only if in every circumstance in which the premises
are true, the conclusion is true too.

This way of understanding validity clearly has something to do with the initial hint.
If we have an argument whose premises are true in some circumstance, but whose
conclusion is not true in that circumstance, then in an important sense, the
conclusion tells you more than what is stated in the premises. On the other hand,
if there is no such circumstance, the conclusion indeed does follow inexorably from
the premises. No matter what possible way things are like, if the premises are true,
so is the conclusion: without any exception whatsoever.*

This understanding of the concept of validity also at points you towards solutions
to the two questions we asked. To show that an argument is invalid you must find
a circumstance in which the premises are true and the conclusion is not. To convince
yourself that an argument is valid you can do one of two things: you can convince
yourself that there is no such circumstance, or you can endeavour to understand
some basic arguments which preserve truth in all circumstances, and then string
these basic arguments together to spell out in detail the larger argument. These two
techniques for demonstrating validity will form the next two parts of this chapter.
Interpretations provide one technique for understanding what counts as a
circumstance, and techniques in logic from model theory will give techniques for
constructing interpretations which demonstrate (and hopefully contribute to an
explanation of) the invalidity of invalid arguments. Proofs are techniques to
demonstrate validity of longer arguments in terms of the validity of small steps that
are indubitably valid. We will see examples of both kinds of techniques in this
chapter. Before this, we need to do a little more work to explain the notion of
validity and its neighbours.
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Validity is an all-or-nothing thing. It doesn’t come in grades or shades. If you
have an argument and there is just onze unlikely circumstance in which the premises
are true and the conclusion is not, the argument is invalid. Consider the cosmo-
logical argument, inferring the existence of an uncaused cause from the premises
that nothing causes itself, and there are no infinite regresses of causes: one way to
point out the invalidity of the argument as it stands is to note that a circumstance
in which there are 70 causes or effects renders the premises true and the conclusion
false. Then discussion about the argument can continue. We can either add the claim
that something causes something else as a new premise, or we can attempt to argue
that this hypothetical® circumstance is somehow impermissible. Both, of course, are
acceptable ways to proceed: and taking either path goes some way to explain the
virtues and vices of the argument and different ways we could extend or repair it.

The conclusion of a valid argument need not actually be #rue. Validity is a
conditional concept: it is like fragility. Something is fragile when if you drop it on
a hard surface it breaks. A fragile object need not be broken if it is never dropped.
Similarly, an argument is valid if and only if in every circumstance where the premises
are true, so is the conclusion. The conclusion needs to be true, unless this circum-
stance is one in which the premises are in fact true. Another virtue of arguments,
which we call soundness, obtains when these ‘activating conditions’ obtain.

An argument is sound if and only if it is valid, and in addition, the premises are
all true.

Of course, many arguments have virtues without being valid or sound. For example,
the argument

Christine is the mother of a five-month old son.
Therefore, Christine is not getting much sleep.

is reasonable, in the sense that we would not be making a terrible mistake of
inferring the conclusion on the basis of the premises. However, the argument is not
valid. There are circumstances in which the premise is true, but the conclusion is
not. Christine might not be looking after her son, or her son could be unreasonably
easy to care for. However, such circumstances are out of the ordinary. This motivates
another definition of a virtue of arguments:®

An argument is strong if and only if in normal circumstances in which the
premises are true, the conclusion is true too.
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This definition picks out an interesting relationship, which we can use to understand
ways in which arguments are good or bad. However this kind of strength, commonly
called inductive strength in contrast to deductive validity, will not be the focus of
our chapter. By far the bulk of the work in logic in the twentieth century is in
studying the notion of validity, and in particular, in using formal techniques to study
it. So, we will turn to this new concept. What is it that makes formal logic formal?

FORMALISM

The form of an argument is its shape or its structure. For example, the following
two arguments share some important structural features:

If the dog ran away, then the gate was not closed.
The gate was closed.
So, the dog didn’t run away.

If your actions are predetermined, then you are not free.
You are free.
Therefore, your actions are not predetermined.

You can see that both of these arguments are valid, and they both are valid for the
same kind of reason. One way of seeing that they are both valid is to see that they
both have the following form:

If p, then not q.

q.
Therefore, not p.

We get the first argument by selecting the dog ran away for p and the gate was closed
for q. We get the second argument by selecting your actions are predetermined for
p and you are free for q. Whatever you choose for p and g, the resulting argument
will turn out to be valid: if the premises are both true, then p cannot be true, because
if it were true, then since p implies the falsity of ¢ we would have contradicted
ourselves by agreeing that q is true. So p isn’t true after all. As a result, we say that
the argument form is also valid.

An argument form is valid if and only if whenever you substitute statements
for the letters in the argument form, you get a valid argument as a result.
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The result of substituting statements for letters in an argument form is called an
instance of the form. As a result, we could have said that an argument form is valid
if and only if all of its instances are valid. Here is an example of invalid argument
form.

If p, then q.

qg.
Therefore, p.

This looks a lot like the previous argument form, but it not as good: it has many
invalid instances. Here is one of them.

If it's a Tuesday, then it's a weekday.
It's a weekday.
Therefore, it's Tuesday.

This is an invalid argument, because there are plenty of circumstances in which the
premises are both true, but the conclusion is not. (Try Wednesday.)

We shouldn’t conclude that every instance of this form is invalid. An invalid
argument form can have valid instances. Here is one:

If it's a Tuesday, then it's a Tuesday.
It's a Tuesday.
Therefore, it's Tuesday.

This is not a particularly informative or helpful argument, but using the definitions
before us, it is most certainly a valid one. (This will hopefully make it clear, if it
wasn’t already, that validity is not the only virtue an argument can have.) You might
object that the argument doesn’t have the form requested. After all, it has the form

If p, then p.

p-
Therefore, p.

Which is valid (though not informative, at least in most instances). And that is
correct. An argument can be an instance of different forms. This argument is an
instance of the first form by selecting it’s Tuesday for both p and ¢, it is an instance
of the second form by selecting it’s Tuesday for p.”

Formal logic is the study of the validity of argument forms. Developing formal
logic, then, requires giving an account of the kinds of argument forms we wish to
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consider. Different choices of argument forms correspond to different choices of
what you wish to include and what you wish to ignore when you consider validity.
Think of the shape of an argument as determined by the degree of ignorance you
wish to exhibit when looking at arguments. In the examples considered so far, we
ignore everything except for if . . . then . .. and not. One reason for this is that
we can say interesting things about validity with respect to arguments formulated
with these kinds of words. Another reason is that these words are an important
sense, topic neutral. The word not is not about anything in particular, in the way
that the word cabbage is about a particular kind of vegetable. We can use the word
not when talking about anything at all, and we do not introduce new subject matter.
Whenever I use the word cabbage I talk about vegetables.®

Another way to think about the choice of argument forms is to think of it as
the construction of a particular language that contains only words for particular
concepts we take to study, and letters or variables for the rest. This is the construc-
tion of a formal language. Sometimes this construction of a particular formal
language comes with high philosophical expectations. An important case is Frege’s
Begriffschrift (Frege 1972, 1984). Of course, commitment to the importance of
formal logic need have no such hegemony for formal languages. Formalism may be
important in gaining insight into rich natural languages, without ever endeavouring
to replace messy natural languages by precise formal languages.

In this chapter, I will give an account of two different choices of formal languages:
a smaller one (the language of propositional logic) and a larger one (the language
predicate logic). Let’s start with the language of propositional logic.

Propositional logic concerns itself with propositions or statements, and the ways
that we combine statements to form other statements. The words or concepts that
we use to combine or modify statements are called operators. We have already seen
two: if . . . then . .. combines two statements to form another, which we call a
conditional statement. The statement if p then q is the conditional with p as the
antecedent and q as the consequent. On the other hand, not does not combine
statements, it modifies one statement. If p is a statement, then so is not-p, and we
call this the negation of p.

In formal languages, it becomes convenient to use a shorthand form of writing
to represent these forms of propositions. Instead of if p then g, logicians write p >
q. Instead of not-p, you can write ~p. The use of symbols may be frightening or
unfamiliar, but there is nothing special in it. It is merely a shorthand convenience.
It is much easier (when you get used to it) to understand:

p>9)>(~g>~p)

than it is to understand:
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If (if the first then the second) then (if it's not the case that the second then it's
not the case that the first).

The second sentence is no less formal than the first. The formality of logic arises
from the study of forms of arguments. The symbolism is just a convenient way of
representing these forms. The use of symbols for the operators and letters for
statements makes it easier to see at a glance the structure of the statement.

Other operators beyond the conditional and negation are studied in propositional
logic. Two important operators are conjunction (p and q) is the conjunction
featuring p and g as its conjuncts: we write this (p & q) and disjunction (p or q) is
the disjunction featuring p and q as its disjuncts: we write this (p v q).

Together with conditionals and negations, conjunction and disjunction can
represent the structural features of a great deal of interesting and important
reasoning. These operators form the basis of the language of propositional logic.
In the following two sections, we will see two different kinds of techniques people
have used to determine the kinds of arguments valid in this formal language. Before
that, however, let’s consider a larger language: the language of predicate logic.

If you think of the statements in propositional logic as molecules, then predicate
logic introduces atoms. Consider the following short argument:

Horses are animals.
Therefore, heads of horses are heads of animals.

This is a valid argument, and it possesses a valid form.’ It is a form it shares with
this argument:

Philosophers are academics.
Therefore, children of philosophers are children of academics.

There are a number of things going on in these arguments, but nowhere inside
the premises or the conclusions will you find a simpler statement. The premises
and conclusions are combinations of other sorts of things. The most obvious are
predicates. Philosopher is not a name: many things are philosophers, and many
things are not. Philosopher is a term that predicates a property (being a philosopher)
of an entity. The same goes with horse, animal and academic. These are all
predicates. Sometimes we can use child and animal to predicate properties too, but
this is not how these terms work in our arguments. The relevant property we care
about is not that this is a head, or that this is a child: it is that this is a head of some
animal, and that that is a child of some philosopher. These parts of the language
head of and child of in these arguments predicate relations between things. Just as
philosopher divides the world into the philosophers and the non-philosophers, child
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of divides pairs of things into those where the first thing is a child of the second,
and those where the first is not a child of the second. So, Greg is a philosopher is
true, but Zack is a philosopher is not (yet); and Zack is a child of Greg is true but
Greg is a child of Zack is not.

Predicates can be one-place (like philosopher), two-place (like child of), or three-
place (try . ..is between ... and...) and of higher complexity.

We have already seen one thing that you can do with predicates. You can plug
in names that pick out individuals, and combine them with predicates to make
statements. However, in our arguments we are considering, there are no names at
all. Something else is going on to combine these predicates together.

The traditional syllogistic logic due to Aristotle took there to be primitive ways
of combining one-place predicates (in Aristotelian jargon, these are subjects and
predicates) such as all F are G, some F are G, no F are G and some F are not G.
Many arguments can be expressed using these techniques for combining predicates.
However, our arguments above do even more with the language. The premises
indeed do have the form all F are G; they say that all horses are animals, and that
all philosophers are academics. To put things more technically, they say that for
anything you choose at all, if it is an F then it is a G. The conclusions also have this
form: in the first argument it says that, for anything you choose, if it is a head of a
horse it is also the head of an animal. But what is it for something to be the head
of a horse? Expressing this using the two-place predicate head of and the one-place
predicate horse, you can see that a thing is the head of a horse just when there is
another thing that is a horse, and this thing is a head of that thing. There is a lot
going on here. We are showing that for anything we choose at all, if we can choose
something (a horse) such that the first thing is the head of this thing, then we can
choose something (an animal) such that the first thing is also the head of this thing.
Making explicit the way that these choices interact is actually quite difficult. We
can get by if we are happy to talk of this thing, that thing, and the other thing all
the time. But just as we introduced letters p, g and so on to stand for statements, it
is very useful to introduce letters x, y and so on to stand in the places of these
pronouns. These are the variables in the language of predicate logic.

The only remaining pieces of the language we need to express this argument form
are ways to express the kinds of choices we made for each pronoun. Sometimes we
said that for anything we choose, if it is a horse, it is an animal. At other times we
said that there was something we could choose which was a horse and had our other
thing as a head. We have two ways of choosing and stating things: either we say
that everything has some property, or we say that something has that property.
These two ways of choosing are called quantifiers. Each comes with a variable: The
universal quantifier (All x) — symbolised as (Vx) — indicates that our statement is
true for any choice for x at all. The existential quantifier (Some x) — symbolised as
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(dx) — indicates that our statement is true for some choice for x. (You must be careful
here: in English we almost always read ‘some’ as meaning ‘a few’.) Given the
language of predicates, variables and quantifiers, our arguments then have the
following form:

(All x)(if Fx then Gx)
So, (All y)(if (Some z)(Fz and Hyz) then (Some z)(Gz and Hyz))

Or, using the symbols at our disposal:

(Vx)(Fx o Gx)
So, (Vy)((32)(Fz & Hyz) o (32)(Gz & Hyz))

This notation makes very explicit the dependencies between the choices made in
quantifiers. For example, it makes clear the two different claims: someone robbed
everyone, and everyone was robbed by someone.'’

(3x)(Vy)Rxy (Vy)(Ix)Rxy

In someone robbed everyone, the choice of someone happens first, and we state that
that person robbed everyone. In everyone was robbed by someone, we consider
each individual person first, and for each person, we state that someone robbed this
person. The person who robbed this person might not have robbed anyone else.

Some predicates have special properties. A very special predicate, from the point
of view of logic, is the identity predicate, most often depicted by the ‘=’ sign. A
statement of the form a = b is true if and only if the names a and b denote the same
object. A language with identity can state much more than a language without it.
In particular, in the language of predicate logic with identity, we are able to count
objects. For example, we can say that there is exactly one object with property F
with the expression

(3x)(Fx & (Yy)(Fy > x = y))

which states that something is F and that if anything at all is F it is the same object
as the first object we chose.

There is much more that you can say about formal languages, but we must stop
here. It is not clear that all of the structure relevant to determining the validity of
arguments can be explained using the techniques we have seen so far. Some
arguments utilise notions of possibility and necessity (It could rain and the game
has to be played, therefore we could be playing in the rain), predicate modifiers (She
walked very quickly, therefore she walked) and quantification over properties as
well as objects (The evening star has some property that the morning star doesn’t,
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so the evening star and the morning star are different objects). Various extensions
of this formal language have been considered and used to attempt to uncover more
about the forms of these kinds of arguments.

INTERPRETATIONS

Given a formal language, we have a precise grasp of the kinds of assertions that can
be made and the features we need to understand in order to give an account of
validity. Recall that we take an argument to be valid if and only if in any
circumstance in which the premises are true, so is the conclusion. As a result, to
establish which arguments are valid in a formal language, it suffices to give an
account of what these circumstances might be, and what it takes for a sentence in
our formal language to be true in a circumstance.

Of course, in our formal languages, sentences are not genuinely true or false,
because they do not mean anything. If we were to be precise, formulas such as
p & q or (Vx)(Fx © Gx) have a meaning only when meanings are given to their
constituents. However, we can think of formulas as derivatively true or false, because
they might be used to stand for true or false sentences in the language in which we
are interested in expressing arguments. With this in mind, let’s continue with the
fiction of thinking of formulas as the kinds of things that might be true or false.

One way to think of circumstances appropriate for the analysis of arguments in
propositional logic is to think of what they must do. A circumstance must decide
the truth or otherwise of formulas. The language of propositional logic makes this
task easy, because many of the operators of propositional logic interact with truth
and falsity in special ways. The simplest case is negation: if a formula p is true, then
its negation ~p is false, because it ‘says’ that p is not true — which is wrong, because
p is true. On the other hand, if p is false, then its negation ~p is true, because it
‘says’ that p is not true, and this time this is correct. This small piece of reasoning
can be presented in a table, which we call a truth table.

P ~p
1
1 0

Here, the number 1 represents truth and the number 0 represents falsehood. The
two rows represent two different circumstances. In the first, p is false, and as a result,
~p is true. (We can say that in this circumstance the truth value of p is 0 and the
value of ~p is 1.) In the second, p is true, and as a result, ~p is false.
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The fact that the truth value of a negation depends only on the truth value of the
proposition negation means that negation is truth functional. More involved truth
tables can be given for the other operators of propositional logic, because they are
truth functional in exactly the same way.

We can present truth tables for other operators, by giving rows for the different
circumstances — now we have four because there are four different combinations of
truth or falsity among p and ¢ — and a column for each complex formula:
conjunction, disjunction and the conditional.

P&q | pvqg | pogq

- = O O T
- O = O | Q
- O O ©
- = a0
- O = -

Two of the three columns are straightforward: a conjunction is true if and only
if both conjuncts are true, and a disjunction is true if and only if either disjunct is
true. Here, disjunction is inclusive: p v q is true when p and g are true. Another
operator, exclusive disjunction, is false when both disjuncts are true. The column
that causes controversy belongs to the conditional. According to this column, a
conditional p > q is false only when p is true and q is false. While it is clear that
a conditional with a true antecedent and false consequent is false (we learn that if
it is cloudy it is raining is false if it is a cloudy day without rain, for example) it is
no means as certain that it this which is the only way that a conditional can be false.
(After all, if it is cloudy it is raining certainly seems false even on a fine day when
it is neither cloudy nor raining.) However, if we are to give a truth table for a
conditional, it must be this one. (A conditional must be true if the antecedent and
consequent have the same truth value, if p D q is to always be true. A conditional
must also be true if the antecedent is false and the consequent true, if (p & q) > p
also is to be true when p is true but g is false.) Much has been said both in favour
and against this analysis of the conditional. We will see a little of it in a later section.
For now, it is sufficient to note that these rules for the conditional define some kind
ofif . . . then . . . operator, which happens to suffice for many arguments involving
conditional constructions.!!

It is also common to define another operator in terms of the conditional. The
biconditional p = q can be defined as (p D q) and (g D p), that is, it says that if p is
true, so is g and vice versa. Equivalently, you can define the biconditional by requiring
that p = q gets the value true if and only if p and gq get the same truth value.
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Given this understanding of the interaction between operators and truth values,
it is a very short step to using it to evaluate argument forms. After all, in any
circumstance statements receive truth values. So, to evaluate an argument form
involving these operators, it suffices to consider all of the possible combinations of
truth values to the constituent atomic formulas that make up the argument form.
For then, we can spot precisely the kinds of circumstances in which the statements
are true, and those in which they are false. Since validity amounts to the preservation
of truth in circumstances, we have a technique for testing validity of argument forms.
Let’s examine this technique by way of an example. Consider the argument form

p or q therefore if g then both p and ¢

with one premise and one conclusion. We can test it for validity by considering each
of the possible combinations of truth values for p and ¢, and then using the truth
table rules for each operator to establish the truth values of the premise and the
conclusion, given each choice for p and q. This data can be presented in a table.

P q P v q q =) (p & q)
0 0 0 (] 0 0 1 0 0 0
0 1 0 1 1 1 0 (] 0 1
1 0 1 1 0 (] 1 1 0 (]
1 1 1 1 1 1 1 1 1 1

The two columns to the side list all the possible different combinations of truth
values to p and g. As before, each row represents a different kind of circumstance.
For example, the first row of truth values represents a kind of circumstance in which
p and q are both false. Then, the other two sections of the table present the values
of the premise and the conclusion in each of these rows. The values are computed
recursively: in the first row, for example, the value of p & g is 0 because p & q are
both 0: the value is written under the ampersand, the primary operator of this
formula. The value of g o (p & ¢q) is 1 because g and p & ¢ both have the value 0.
The other values in the table are computed in the same fashion.

In the table, the values of the premise and the conclusion are found in the two
shaded columns. So, for example, in the first row, the premise is false and the
conclusion is true. In the second (shaded) row, the premise is true but the conclusion
is false. In the last two rows, the premise and conclusion are both true. Each row
is an interpretation of the formulas, sufficient to determine their truth values. This
information helps us evaluate the argument form. Since there is an interpretation
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in which the premise is true and the conclusion is not (that given by the second row)
the argument form is invalid.

This is a sketch of the truth table technique for determining the validity of
argument forms in the language of propositional logic. You can see that for any
argument form, featuring 7 basic proposition letters, a truth table with 2” rows is
sufficient to determine the validity of this form. This means that we have a process
that we can use to tell us whether or not an argument is valid. Validity in
propositional logic is decidable. We will see more about decidability in the final
section of this chapter.

There are a number of ways that these techniques can be extended further. One
way we will not pursue here is to extend the class of truth values from the
straightforward #rue and false. A popular extension is to admit a third value for
statements that at least appear to be neither true nor false (think of borderline cases
such as Max is bald, when Max is not hairless yet not hairy; or think of paradoxical
sentences such as this very statement is false): you can think of adding extra values
as extra truth values. However, this is not the only way to view modifications of
this simple two-valued scheme. We may use more than two values to evaluate
statements, without thinking of those values as extra truth values. Perhaps more
values are needed to encode different kinds of semantic information. At any rate,
many-valued logic is an active research area to this day (Urquhart 1986).

Another way that interpretations such as truth tables can be extended is to
incorporate the predicates, names, variables and quantifiers of predicate logic. Here,
we need to do a lot more work than with truth tables. To interpret the language of
predicate logic we need to decide how to interpret names, predicates, variables and
quantifiers. I will spend the rest of this section sketching the most prevalent way
for providing interpretations for each semantic category. This technique is
fundamentally due to Alfred Tarski, who pioneered and made precise the kinds of
models for predicate logic in widespread use today (Tarski 1956).

In the case of truth tables, an interpretation of an expression was a simple affair:
we distribute a truth value to each basic proposition letter, and we get the truth or
falsity of every complex expression as defined out of them. We need something
similar in the case of the language of predicate logic: we need enough to determine
the truth or falsity of each expression of the language of predicate logic. But how
can we do this? There are connections between different expressions such as Fa,
(Vx)Fx and (3x)Fx. It will not suffice to distribute truth values among them. We
need some way to understand the connections between them, and this will require
understanding the ways that names, predicates, variables and quantifiers function,
and how they contribute to truth.

A natural way to interpret names is to pair each name with an object, which we
interpret the name as denoting. The collection of objects that might be used to

77



GREG RESTALL

denote names we will call the domain of the interpretation. Then, to interpret a
predicate, we need at the very least something that will give us a truth value for
every object we wish to consider. Given that we know what a denotes, we wish to
know if it has the property picked out by F. This is the very least we need in order
to tell whether or not Fa is true. So, to interpret a one-place predicate, we require
a rule that gives us a truth value (true or false; or equivalently, 1 or 0) for each object
in the domain. The same thing goes for two-place predicates, except that to tell
whether or not Rab is true, we need a truth value corresponding to the pair of a
and b: so a two-place predicate is interpreted by a rule that gives a truth value for
every pair of objects in the domain.

Names and predicates are the straightforward part of the equation. The difficulty
in interpreting the language of predicate logic is caused by quantifiers and variables.
The major cause of the difficulty is in the behaviour of variables. Variables by
themselves are meaningless. Even if we have an interpretation of each of the names
and predicates in our language, variables don’t mean anything in particular. In fact,
variables don’t have any interpretation at all in isolation. If we know what F means,
it does not help in answering the question of what Fx means, and in particular,
whether or not it is true. Variables have meanings by themselves only in the context
of quantifiers. For example, given an interpretation, (dx)Fx is true if and only if
something in the domain of that interpretation has property F (as given by that
interpretation). What we need is a rule that can tell us whether or not a quantified
formula is true, in general. There are two general ways to do this. One, due to
Tarski, keeps variables in the formula and adds exactly what you need to interpret
them. The other expands the language to incorporate names for every object in the
domain, and dispenses with variables when it comes to evaluating formulas
involving quantifiers.

Tarski’s approach notes that you can interpret variables ‘unbound’ by quantifiers,
like the x in Fx if you already know in advance what we take x to denote. If we
proceed with the fiction that variables can denote, we can say whether or not Fx is
true. The way of maintaining the fiction is to introduce an assignment of values to
variables. An assignment a is a rule that picks out an object in the domain for every
variable in the language. Then we can say that a formula like (Vy)(3x)Rxy is true,
relative to the assignment a when the inside formula (3x)Rxy is true for every value
for y — which now means that it’s true for every assignment B that agrees with «a,
except that it is allowed to vary the value assigned to the variable y. Tarski said that
a universally quantified formula is satisfied by an assignment, just when the inside
formula is satisfied by every variant assignment. Similarly, an existentially quantified
formula is satisfied by an assignment just when the inside formula is satisfied by
some variant assignment, as it says that something in the domain has the required

property.
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Another way to go in interpreting a formula like (Vy)(3x)Rxy is to ignore
assignments of variables, and to make sure that our language contains a name for
every object in the domain. Then (Vy)(3x)Rxy is true just when (3x)Rxa, (Ix)Rxb
(3x)Rxc and all other instances of (Vy)(Ix)Rxy are true. Similarly, (3x)Rxa is true
just when some instance such as Raa, Rba, or Rca is true.

Both techniques result in exactly the same answers for each formula, given an
interpretation, and each technique has its own advantages. Tarski’s technique assigns
meanings to each expression in terms of the meanings of its constituent parts,
without resorting to any other formula outside the original expression. The other
technique, however, is decidedly simpler, especially when applied to interpretations
where the domain is finite.

The rules we have discussed here suffice to fix a truth value for every complex
expression in the language of predicate logic, once you are given an interpretation
for every predicate and name in the language. Predicates, names, variables and
quantifiers are interpreted using these techniques, and the operators of propositional
logic are interpreted as before. Therefore, we have a technique for determining
validity of arguments in the language of predicate logic. An argument form is valid
if and only if every interpretation that makes the premises true also makes the
conclusion true.

Let’s see how this technique works in a simple example. We will show that the
argument form

(Vy)(Ix)Rxy therefore (Ix)(Vy)Rxy

is invalid, by exhibiting an interpretation which makes the first formula true, but
the second one false. (To guide your intuitions here, think of R as ‘is related to’:
The premise says that for everyone you choose, there’s someone related to them.
The conclusion says that someone is related to everyone.) Consider a simple domain
with just two objects @ and b. There are no names in the language of the argument,
but we will use the two names a and b in the language to pick out the objects a and
b respectively. To interpret the two-place predicate R we need to have a rule that
gives us a truth value for every pair of objects in the domain. T will present a rule
doing just that in a table, like this:

R a b
a 0 1
b 1 0
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This table tells us that Raa and Rbb are false, but Rab and Rba are true. As an
example of how to read tables for two-place predicates it is not particularly good,
since I haven’t told you which of the 1s is the value for Rab and which is the value
for Rba. The answer is this: The 1 in the first row and second column is the
value for Rab.

Now, in this interpretation, (Vy)(3x)Rxy is true, since (Ix)Rxa and (Ix)Rxb are
both true. (Why are these true? Well, (3x)Rxa is true since Rba is, and (Ix)Rxb is
true because Rab is.) However, in this interpretation (3x)(Vy)Rxy is not true, since
(Vy)Ray and (Vy)Rby are both not true. (Why are these not true? (Vy)Ray is not
true because Raa is not true, and (Vy)Rby is not true because Rbb is not true.)
Therefore, the argument is invalid.

This very short example gives you a taste of how interpretations for predicate
logic can be used to demonstrate the invalidity of argument forms. Of course, doing
this at this level isn’t necessarily an advance over simply thinking (Vy)(3x)Rxy could
be true if every object is related by R to some other object: it doesn’t follow that
(3x)(Vy)Rxy because objects could be paired up, so that nothing is related by R to
everything. Demonstrating invalidity by dreaming up hypothetical examples still
has its place: the techniques of formal logic don’t replace thought, they simply
expose the structure of what we were already doing, and help us see how the
techniques might apply in cases where our imagination or intuition give out.

You may notice that interpretations of the language of predicate logic differ from
truth tables in one very important respect. We could easily list all of the possible
different interpretations of an argument in propositional logic. In predicate logic
this is no longer possible. We could interpret an argument in a domain of one object,
of fwo objects, of three, or of 3088, or of a million, or of an infinite number. There
is no limit to the number of different interpretations of the language of predicate
logic. This means that our definition of validity for expressions in predicate logic
does not give us a recipe for determining validity in practice. If we chance on a
counterexample showing that an argument is invalid, we might be able to verify
that the argument is invalid.!> But what if there is no counterexample? How could
we verify that there isn’t one? Going one-by-one through an infinite list is not going
to help. Finding an alternative way to demonstrate validity requires a different
approach. We need to go back to square one, and examine an alternative analysis
of validity.

PROOFS

Interpretations are one way to do semantics: to give an account of the significance
of an expression. In doing this, models work from the inside out. In truth tables for
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propositional logic, the truth value of a complex proposition is determined by the
truth values of its constituents. In models for predicate logic, the satisfaction of a
complex formula in a model is determined by the satisfaction of its constituents in
that model. In other models for other kinds of logics, the same features hold.

This is not the only way to determine significance. Another technique turns this
on its head: you can work outside in. We may determine the significance of a
complex expression in terms of its surface structure. Let’s start with an example.
Consider the argument form:

p therefore (if g then both p and q)

One way to deal with the argument is to enumerate the different possibilities for p
and g and consider what this expression might amount to in each of them, in terms
of these possibilities. This is proceeding inside out.

On the other hand, we might work outside in by supposing that the premise is
true, and then seeing if we can show that the conclusion is true. We might ask what
we can do with the conclusion, aniif . . . then . . . statement, by asking how we could
show it to be true (or in general, how we could show that it follows from some
collection of assumptions). It is a plausible thought thatif . . . then . . . statements
can be proved by assuming the antecedent (in this case, g) and then by deducing
the consequent (in this case: both p and g). To prove this on the basis of the
assumptions we have, it suffices to look back and see that we have assumed both p
and g. So, our argument seems valid: we have shown that the conclusion if g then
both p and g follows from the premise p.

What we have just done is a proof: it is what is called a natural deduction proof.
We can present that proof in a diagram. Here is one way of presenting what has
gone on in that paragraph.

p&q

q>(p&q)

We start by assuming p and q at the top of the diagram. Then we deduce the
conjunction p & g at the next line. Then in the last step, we discharge the
assumption of g to deduce the conclusion ¢ o (p & q).

This is a natural deduction proof in the style of Prawitz (1965). There are many
other different styles of presenting proofs like this (Fitch 1952; Lemmon 1965), and
it is most common to be taught logic by means of one of these kinds of systems of
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proof. Natural deduction proofs have a virtue of being very close to a natural style
of reasoning we already use.

The rules for each operator can be supplemented with rules for quantifiers, which
results in a proof system for the whole of predicate logic. For example, here is a
proof showing (Vx)(Fx & Gx) that follows from (Vx)Fx & (Vx)Gx.

(Vx)Fx & (Vx)Gx (Vx)Fx & (Vx)Gx
(Vx)Fx (Vx)Gx
Fa Ga
Fa & Ga

(Vx)(Fx & Gx)

The interesting moves in this proof are those involving quantifiers. In the left
branch we move from (Vx)Fx to Fa: from a universal quantifier to some instance
of it. Similarly in the right branch, we move from (Vx)Gx to Ga. Then, after
deducing Fa & Ga from the two conjuncts, we deduce the final conclusion (Vx)(Fx
& Gx). This move is valid not because (Vx)(Fx & Gx) follows from Fa & Ga — it
doesn’t — but because we proved Fa & Ga without assuming anything about a. The
only assumption the proof made was (Vx)Fx & (Vx)Gx. So, a was arbitrary. What
holds for a holds for anything at all, so we can conclude (Vx)(Fx & Gx).

There are other kinds of proof system beyond natural deduction. Hilbert-style
proof theories typically have a number of axioms and a small number of rules, and
construct proofs in a similar way to natural deduction systems. Tableaux or tree
proof theories are somewhat different: instead of attempting to demonstrate state-
ments, tableaux systems aim to show that statements are satisfiable or unsatisfiable.
They are still decompositional theories, decomposing statements into their
constituents, but instead of asking ‘how can I prove X?’ you ask ‘what follows from
X?’” You show that an argument is valid, using a tableaux system by showing that
you cannot make the premises true and the conclusion false: that is, the premises
and the negation of the conclusion, considered together, are unsatisfiable.

Overleaf, for example, is a tableaux proof showing that (Vx)(Fx & Gx) follows
from (Vx)Fx & (Vx)Gx: that is, that (Vx)Fx and (Vx)Gx and ~(Vx)(Fx & Gx)
cannot be true together.

In this proof, as in the natural deduction proof, we deduce (Vx)Fx and (Vx)Gx
from (Vx)Fx & (Vx)Gx. However, from ~(Vx)(Fx & Gx) we deduce that there must
be some object which doesn’t have both properties F and G. We call this object a.
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(Vx)Fx & (Vx)Gx
~(Vx)(Fx & Gx)
(Vx)Fx
(Vx)Gx
|
~(Fa & Ga)
/\
~Fa ~Ga
| |
Fa Ga
X X

Now, since ~(Fa & Ga) is true, it follows that either ~Fa or ~Ga. Our way of
representing this is by branching the tree into two possibilities. But now in the left
branch we can use (Vx)Fx to deduce Fa which conflicts with ~Fa, and in the right
we can use (Vx)Gx to deduce Ga which conflicts with ~Ga. Neither case is satisfiable
in an interpretation, so there is no interpretation at all in which (Vx)Fx & (Vx)Gx
and ~(Vx)(Fx & Gx) are true together: the argument is valid.

Proofs like these are one way to demonstrate conclusively that an argument in
the language of predicate logic is indeed valid. To use proofs as a technique for
determining validity of arguments, where validity is defined in terms of inter-
pretations you need to have some connection between proofs and interpretations.
Such a connection is provided by soundness and completeness results. A system of
proofs is sound if any argument you can show to be valid using the proof system is
indeed valid (according to the definition in terms of interpretations.) You can show
that a system of proofs is sound by going through every rule in the proof system,
showing that they are valid, and by checking that stringing together valid arguments
in the ways licensed by the proof system results in more valid arguments. Soundness
results are generally straightforward (if tedious) to demonstrate.

A system of proofs is complete if any argument that is indeed valid can be shown
to be valid by some particular proof. Completeness results are typically much more
difficult to prove. It is usually possible to demonstrate the equivalent result that if
some argument cannot be proved by a particular proof system, then there is some
interpretation that makes the premises true and the conclusion false. The techniques
for demonstrating completeness are beyond the scope of this chapter, but they are
some of the most important techniques in twentieth century logic.
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DIRECTIONS AND ISSUES

I have attempted to give a general overview of some of the motivations, tools
and techniques that have been important in the study of logic in the last century. In
this remaining section, I will consider a few issues that arise on the basis of this
foundation. These issues each form the core of distinct research programmes that
are alive and flourish today.

Decidability and undecidability

We have already seen that the classes of interpretations appropriate for propositional
and predicate logic differ in one important respect. To check a propositional
argument form for validity, you need only check finitely many interpretations. To
check a predicate logic form for validity you may need to check infinitely many
interpretations. It has been shown that this is not an artefact of the way that
interpretations have been defined. There is 70 recipe or algorithm for determining
whether or not an argument form of predicate logic is valid or invalid. To be sure,
some valid arguments can be shown to be valid, and some invalid arguments can
be shown to be invalid. However, there is no single process which, when given any
predicate logic argument form, will determine whether or not the argument form
is valid. This result follows from Godel’s celebrated incompleteness theorem, which
I will discuss below. To defend the claim that there is no algorithm determining
validity, however, you need to have a precise account of what it is for something to
be an algorithm. The clarification of this notion is another of the highlights of
twentieth century logic. It has been shown that different explanations of what it is
for a process to be an algorithm — a mathematical definition in terms of recursive
functions, and different concrete implementations of algorithms in terms of Turing
machines and register machines — are all equivalent: they pick out the same class of
processes. This lends support to Church’s Thesis: all computable processes are
computable by Turing machines (Boolos and Jeffrey 1989). Given such a precise
identification of the range of the computable, it follows — after some work (Boolos
and Jeffrey 1989) — that there is no algorithm for determining validity in predicate
logic. This means that no computer can be programmed to decide validity for
arguments. Any theorem-proving software expressive enough to handle arguments
in predicate logic, will encounter arguments that it will not be able to determine for
validity.

Contemporary work in computer science aims to understand not only the border
between the computable and the uncomputable, but also different grades of
computability. Distinctions may still be drawn between problems that are solvable
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by algorithm. Some problems, such as evaluating propositional validity, are
decidable by exponentially difficult algorithms. Here, the number of cases to check
grows exponentially in terms of the length of the problem itself. (A problem in 3
sentence letters requires checking 23 = 8 cases. A problem in 100 sentence letters
requires checking 21%° cases. That is, you must check

1,267,650,600,228,229,401,496,703,205,376

cases, which is a great deal more. (Checking a billion cases a second would still
leave you with 4 x 10'3 years of work to complete your task.) So, an exponentially
difficult problem like this can in practice be impossible to carry out.

Completeness and incompleteness

The insight that validity in predicate logic is undecidable followed from Kurt Godel’s
groundbreaking work showing that elementary arithmetic is incomplete. That is,
he showed that any collection of premises about numbers (expressed in the language
of predicate logic, with enough vocabulary to express identity, addition and
multiplication) would be incomplete in the sense that not every truth about the
natural numbers (the whole numbers 0, 1, 2, 3 ...) would follow from those
premises. This is not quite right as it stands, of course, because you could take the
premises to be the collection of all of the truths about whole numbers, and this
would be trivially complete, at the cost of being uninteresting. No, Godel showed
that provided you had an algorithm for determining whether or not something was
a premise for your theory of numbers, then your theory of numbers (the collection
of conclusions provable from your premises) could not be complete, at least, not if
it was consistent. If it were consistent, it would always leave some truth about
numbers out.

Godel’s technique for demonstrating this is his celebrated encoding of statements
about proofs and other statements into statements about numbers: what we now
call a Godel numbering. Arithmetic happens to be expressive enough to ensure that
any statements about proofs checked with an algorithm can be encoded into
statements about numbers. (The technique is not altogether different from the
encoding of a document on a computer into a string of digits in ASCII or in
Unicode.) Then statements about statements and proofs can be manipulated in a
theory designed to talk only about numbers. In particular, you can get a theory T
of arithmetic to express a statement G that would be true if and only if the theory
T cannot prove that G is true. (The statement G basically ‘says of itself’ that it is
not provable in T.) Now consider what the theory T can say about G. If the theory
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T can prove G, then the theory T proves some falsehoods, since G is true if and
only if it cannot be proved in T. So, if the theory cannot prove G then G must be
true (because it is true if and only if it cannot be proved). So the theory T is
incomplete.

This technique is general and it applies to other theories beyond arithmetic. An
important branch of mathematics studies the relationships between different
mathematical theories of increasing strength, and ways to extend incomplete theories
in natural directions.

Godel’s results also have important philosophical consequences. Hilbert’s
program of finding a philosophically acceptable foundation of mathematics in terms
of logical consistency ran aground because logical consequence and consistency was
shown by Godel not to be a finitary algorithmically-checkable notion. Logic, in its
complexity, remains useful as a tool for the analysis of arguments. It is less appealing
as a straightforward foundation of mathematics or any other discipline.

Which are the logical constants?

We have shown that a lot can be done by focusing on the propositional operators
and quantifiers. These expressions are logical constants. Their interpretation is held
fixed in every model. We can vary propositional letters, names or predicates, but
an interpretation is not allowed to model conjunction as disjunction. Is this simply
a matter of convenience, or is this a matter deeply embedded in the notion of logical
consequence? There is no settled answer to this question. Some take the logical
constants to be privileged symbols in our language because of some special feature
they have, such as truth functionality or some analogue (see, for example Quine
1970). Others take the distinction between the logical and non-logical vocabulary
to be a conventional one (Etchemendy 1990).

Conditionality and modality

When we considered the truth table for the conditional, we saw that it appears to
leave a lot to be desired. After all, if T assert

If it's Sunday, it's a weekday
on a Wednesday, we would not be inclined to say that my statement is true just

because the antecedent is false and the consequent is true. We’d much more likely
think that if it were a Sunday, it would be a weekend, and not a weekday, and so,
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the statement is actually false. What we have done in considering this statement in
this way is to consider alternative circumstances. We have asked ourselves what the
world would have been like had the antecedent been true, and in particular, we
consider if the consequent would have been true in those circumstances. In doing
this, we need to move beyond the simple evaluation of propositions just in terms of
their truth or falsity to consider their truth or falsity in other circumstances. We have
done this already to a small extent in the evaluation of arguments (which is, after
all, a conditional notion: we want to know whether or not #f the premises are true,
then the conclusion is true). A modal account of the conditional says that the same
must be done for (at least some) if . . . then . . . statements. A conditional statement
depends not only on the truth or falsity of the antecedent and consequent here and
now, but also on the connections between them in alternative circumstances.

This makes the conditional a kind of modal operator like necessity and
possibility. It is necessary that p if and only if p is true in all alternative circumstances
(so p is not only true, but it is in some sense unavoidable). It is possible that p if
and only if p is true in some alternative circumstances (so p might not be true, but
were things to turn out like that circumstance p would be true). Similar logical
features are displayed by other operators that pay attention to context such as
temporal operators (always p is true at some time if and only if p is true at all times)
and location operators (around here p is true at some location if and only if p is
true at all locations near that location). In each case, we see that the semantic value
of an expression depends not only on its truth or falsity, but its truth or falsity in
some kind of context. The study of these kinds of operators has flowered in the
latter part of the twentieth century. See the further reading list for some places to
pursue this material.

Relevance

Some arguments seem to be invalid, despite coming out as valid according to the
definitions we have given. Some particularly tricky arguments are the fallacies of
relevance:

p therefore q or not g p and not p therefore g

The first argument turns out to be valid because every interpretation makes g or
not g true, whether or not p is true. So in every interpretation in which p is true, so
is g or not g. Similarly, no interpretation makes p and not p true, so there is no
interpretation in which p and not p is true but g isn’t, so there is no counterexample
to the validity of the second argument. A minority tradition in twentieth century
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logic has argued that something is mistaken in the dominant account, because it
does not pay heed to the norms of relevance. These arguments are invalid because
the premise has nothing to do with the conclusion in each case. In the first argument,
the conclusion is true (and necessarily so) but it need not follow from the premise.
In the second case the premise is false (and necessarily so) but again, the conclusion
need not follow from it (Read 19935). Relevant logics attempt to formalise a notion
of validity that take these considerations into account.

Vagueness

Another issue with the standard account of propositional logic arises from the
assumption that every interpretation assigns exactly one of the values true and false
to every expression. This is certainly less than obviously true when it comes to vague
expressions. Consider a strip of colour shading evenly from fire engine red on the
one side to lemon yellow on the other. Consider the statement ‘that’s red’ expressed
while pointing to parts of the strip, going from left to right. The statement is true
when you start, and false when you finish. Where along the strip did it change from
true to false? It is difficult to say. This is one way to think of the problems of
vagueness. One option is to say that logic has nothing to do with vagueness. Logical
distinctions apply only when we have precise notions and not vague ones. This
seems like an unpalatable option, because our languages are riddled with vague
notions, and there seems to be no way to eliminate them in favour of precise ones.
It would be dire indeed to conclude that there is 7o distinction between validity and
invalidity for arguments involving vague notions.

So, let’s consider options for considering how logic might apply in the context
of vagueness. (Williamson (1994) gives a good overview of the issues here. Read
(1995) supplies a helpful shorter account.) One option is to say that logic applies
but that the standard classical two-valued account does not apply to vague
predicates. A vague predicate is not interpreted as a rule giving just true or false for
every object: it must do more. One simple account is to say that a vague predicate
supplies the value true to every object definitely within the extension of the predicate,
false to every object definitely outside it, and a third value, neither, to the rest. This
might be appealing, but it almost certainly doesn’t give the right answer in general.
One problem plaguing this three-valued approach is the way that it trades in one
sharp borderline (between the frue and the false) for two sharp borderlines (between
the true and the neither and between the neither and the false). If there is no sharp
borderline between the red and the non-red in the strip of colours, there is no sharp
borderline between the definitely red and the neither definitely red nor definitely
non-red, and there is no sharp borderline between the neither definitely red nor
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definitely non-red and the definitely non-red. The distinctive behaviour of the strip
of colours is that there appears to be 7o sharp borderline, not that there are two.

A more popular modification of classical predicate logic to deal with vagueness
is to take predicates to be interpreted by degrees. The predicate red is interpreted
not as dividing things into the red and non-red, and not as dividing things into the
definitely red, definitely non-red and the neither, but rather as assigning a number
between 0 and 1 to every object: its degree of redness. Canonical red things get
degree 1, canonical non-red things get degree 0, and other things in between get an
in-between value, such as 1/2, 0.33, or any other number in the interval [0, 1]. This
is the approach of fuzzy logic. If we leave things as I have explained them, we are
in no better situation than in the three-valued case: we have traded in one or two
borderlines for infinitely many. Now there is not only a sharp difference between
things which are definitely red (red to degree 1) and not quite definitely red (red to
some degree less than 1), there is also the sharp difference between things which
are more red than not (red to a degree greater than 1/2) and things which are at
least as non-red as they are red (red to a degree no greater than 1/2), and infinitely
more borderlines besides. Again, the strip of colours doesn’t seem to exhibit this
structure. Proponents of fuzzy logic respond that the assignment of values to objects
is itself a matter of degree, and not an all-or-nothing matter. Whether this can be
made coherent or not is a matter of some debate.

The alternative is to think that the classical two-valued approach still works in
the case of vagueness, but that it must be interpreted carefully. There are two major
traditions here. The first, supervaluational approach, due to van Fraassen and Fine
(see Williamson’s book for references) takes an interpretation to still assign one of
the two truth values to each predicate/object pair, but vagueness means that our
language doesn’t pick out one interpretation as the right one. There are a number
of ways that you could acceptably draw the borderline between the red and the
non-red. Something is #rue if it is true in any acceptable interpretation. A
supervaluation is a class of interpretations (or valuations). Again, supervaluational
approaches face a similar problem with borderlines. The very notion of something
being an acceptable interpretation seems to be a vague notion. Another kind of
problem for supervaluational approaches is the fact that they seem to undercut their
own position: it is true on any acceptable interpretation that there is a last red spot
on the spectrum: a red patch where the very next patch is not red.!® For any
interpretation at all draws a line between the red and the non-red. So according to
supervaluations there is a sharp borderline, but there is no line such that that is the
line between the red and the non-red.

The major alternative approach is to bite the bullet and conclude that there is a
borderline between the red and the non-red. However, the fact that the predicate
is vague means that the borderline is impossible to discern. While there is one correct
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interpretation of the predicate red, the class of acceptable interpretations might be
the best we can do in actually determining what the extension of red might be.
Vagueness, then, is a limitation in our knowledge rather than our semantics. The
meaning of the term red is picked out precisely, but our capacity for recognising
that meaning is not complete. So goes the response of the epistemicist about
vagueness. Williamson’s book (1994) is a spirited defence of epistemicism.

Meaning

Vagueness is just one phenomenon alerting us to the fact that the interpretation of
logical techniques is fraught with philosophical issues. So is the relationship between
proofs and models. A number of deep philosophical concerns about meaning hang
on the way we ought to analyse and understand the meanings of statements. Broadly
realist approaches enjoin us to analyse meaning in terms of truth conditions (Devitt
1991) or what we might see as models or interpretations. Broadly anti-realist
approaches enjoin us to take inference or proof as primary (Brandom 1994;
Dummett 1991). It is not my place here to determine the virtues or vices of either
side in this debate (to do so would take us away into concerns in the philosophy of
language). Committed realists will take models or interpretations as primary, and
view proof theory as derivative. Committed anti-realists will take proof theory as
primary, and take models as derivative.'* Logicians who start with a thorough
grounding in the techniques of models and of proofs, and who know that they can
be shown to be equivalent, might ask different questions. In what sense might proofs
be primary? In what sense might models be primary? In what sense might they do
exactly the same job?

EXERCISES

1 Isvalidity always a matter of logical form? Can you think of any genuinely valid argument
that doesn’t exhibit any kind of form or structure responsible for its validity?

2 What is special about the logical operators of conjunction, disjunction, negation and
implication? What other operators, if any, have any of these special features?

3 What is special about the existential and universal quantifiers? Do other quantifiers like
most (think: most of the beer is gone, instead of all of the beer is gone) have interesting
logical properties?

4 We have seen proof systems like natural deduction, which aim to demonstrate formulas,
and tableaux, which aim to satisfy formulas. Is there any other kind of goal a proof system
might have?
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Which has priority: proofs or interpretations? Or can one technique have priority in one
sense, and the other in a different sense?

NOTES

Thanks to my students in logic classes at Macquarie University for their enthusiastic
responses when | have to taught logic and shared some of why it is so interesting. Thanks,
too, to John Shand for detailed comments on an earlier draft of this chapter.

Of course, | recommend my textbook Logic in this series. However, the Further Reading list
contains a number of books that also serve as excellent introductions to the techniques of
formal logic.

These are, of course, two arguments purporting to demonstrate the existence of God. The
first is found in the second of Aquinas’ five ways, and the second is Anselm’s ontological
argument.

‘Circumstance’ here, is very broadly construed. In fact, it is so broadly construed as to incor-
porate any consistent circumstance at all. As a result, we could also think of valid arguments
as ones in which the premises are inconsistent with the denial of the conclusion.

For the circumstance is indeed hypothetical, because presumably there are causes and
effects. Hypothetical or non-actual circumstances are always within the remit of our dis-
cussion, even if they seem crazy or unexpected. The way we demonstrate the invalidity of
arguments is to ask ‘but what would happen if . . .?" One does not have to argue that there
actually are no causes or effects to show that this argument is invalid.

| am indebted to Graham Priest and his paper ‘Validity’ (Priest 1999) for this way to con-
sider these kinds of non-monotonic virtues of arguments.

There is no more problem for picking the one thing to instantiate different variables in logic
than there is in mathematics. After all, if f(x,y) = x + 2y, we want to be able to say that
f(3,3) = 9, but in doing that, we're instantiating the variables x and y both to 3.

However, presumably | can mention the word cabbage without talking about vegetables.
The validity of these arguments cannot be shown using Aristotle’s Syllogistic, and it was
arguments like these that helped fuel the development of modern predicate logic.
Interestingly, the grammar checker in the software package | used to write this chapter does
not know the difference: it prompts me to replace the passive voice in ‘everyone was robbed
by someone’ with the active-voiced ‘someone robbed everyone.’ If ‘someone’ were gram-
matically a name this would be acceptable. The grammar checker does not understand the
difference between names and quantifiers.

It also seems to suffice for the kinds of conditionals used in mathematical reasoning, which
perhaps explains why logicians such as Frege and Russell saw this understanding of the con-
ditional as adequate.

Even this might be difficult, if the domain is infinite. Consider statements about numbers.
It might be that the domain of the natural numbers is a counterexample to Goldbach’s
conjecture (that every even number is the sum of two primes) but verifying this fact, if
indeed it is a fact, is a difficult mathematical problem.

Let's presume that the spectrum is divided into a finite but very large number of patches,
such that each patch looks indiscernibly different from the patches immediately to its left
and to its right.

91



GREG RESTALL

14 And in fact, some take constraints on an acceptable proof theory to be so stringent as to
motivate us away from classical predicate logic to some weaker logic, such as intuitionistic
predicate logic (Dummett 1991).
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4
ETHICS

Piers Benn

What are philosophers doing when they ‘do ethics’? What is philosophical about
their enterprise, and what qualifications do they bring to it? The layperson, who
may not be particularly reflective or analytical, faces moral questions about what
to do, and more generally about what things should be valued. Depending on
temperament, the questions people think about may be straightforwardly practical
(How should we deal with our child who has been caught stealing at school? Should
we offer a room in our house to my sick mother-in-law?) or more abstract (What
is the good life? What is justice? Why should we be moral?). Questions of both
kinds, and many others, are discussed by philosophers. The vast and expanding
branch of ethics known as applied ethics (one might ask how ethics could not be
applied?) deals with issues of practical concern that arise in medicine, business,
warfare, politics, sex and countless spheres besides. It is important to add, however,
that merely because moral philosophers formulate and defend views on these issues,
it does not follow that all such issues are genuinely in the province of ethics. For
example, although many people defend moral positions concerning sex, it is a
further question whether sex, in and of itself, raises any special ethical problems.
In fact, many philosophers think it does not, and that the morality of sexual acts
derives entirely from more general considerations such as benevolence and respect
for others.

Discussion of issues in applied ethics often draws upon a more abstract kind of
moral philosophy, which may roughly be called moral theory. Questions about
whether we should be concerned only with the consequences of our actions,
questions about rights, or the nature of justice come under this heading. More
abstract still, there is a third area of moral philosophy, sometimes called metaethics,
which includes notoriously intractable questions about the objectivity of moral
claims and the nature of moral discourse. Thus, when someone says that morality
is “all relative’ or ‘all a matter of opinion’ he or she is making a metaethical claim,
whether knowingly or not, and however naively. Similarly, when it is said that no

94



ETHICS

moral claim can possibly be true or false, or at least that no one can know any moral
claim to be true or false, we are in the area of metaethics.

Questions of these kind, as we saw, are asked by many different kinds of people
and certainly not only by philosophers. In this respect moral philosophy is unlike,
let us say, the higher reaches of theoretical physics, whose problems are explored
only by people with the appropriate qualifications. What then do the techniques of
philosophy bring to the ethical questions we have mentioned?

This is a complex question, but we can begin by saying that philosophical
thinking about any question involves critical thinking about foundational issues.
That is to say, it tends to examine the presuppositions and starting points of our
thinking, in the hope of understanding them better, or clarifying the concepts
involved, or even asking whether they are rationally justified. Thus, in politics, a
philosophical approach examines ideas such as justice, rights and equality in the
hope of shedding light on what these things are and what value, if any, they might
possess. The concepts of justice and rights (and many besides) are foundational
because they lie at the foundation of positions advanced in politics, such as socialism
or liberalism. The socialist might see ‘social justice’ as the proper aim of political
action, just as the liberal might emphasise rights. But these concepts are far from
simple, and invite philosophical theorising. Similarly, in ethics there are myriad
foundational concepts that invite philosophical enquiry — the idea of reasons for
action, virtue and vice, good and evil, human flourishing, the notion of objective
value, the possibility of moral knowledge, to name but a few. There is also much
scope for examining the moral attitudes and emotions that are inseparable from the
moral life: esteem, admiration, guilt, shame, resentment and forgiveness, and it is
to the credit of much recent moral philosophy that these things have been given the
attention they deserve, helping to dispel the image of moral philosophy as something
dry and detached from the ethical concerns of people who have no interest in
philosophy. Although moral philosophy is theoretical and unavoidably concerned
with precision and rigour, this is a formal feature of any good philosophical enquiry.
There is no reason why the subject matter, the substantial content, of such enquiry
should not be interesting and richly concerned with the human world.

How, then, is the subject best introduced? It is useful to start by removing some
common obstacles to serious reflections about ethics, or more accurately, about
particular practical issues. Such issues are sometimes called normative or “first-order’
questions, in contrast to metaethical or ‘second-order’ questions. The obstacles to
reflection that will be briefly discussed can themselves be elaborated as metaethical
positions, and are worthy of discussion in their own right.
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RELATIVISM

Perhaps the best place to start is with the stance, less popular among philosophers
than others, known as moral relativism. People use this term with a variety of
meanings, some very loose and vague. Opinion-formers of a conservative bent often
use the term pejoratively to mean a ‘permissive’ or ‘anything goes’ stance on
particular moral issues, to be contrasted with something they call ‘moral absolutism’.
Sowing further confusion, the phrase ‘moral absolutism’ is employed to mean at
least two very different things. Sometimes it turns out to refer to the opinion that
morality is objective, that there are moral requirements and values that are
independent of human opinion, and perhaps even involve the existence of special
entities or properties; at other times it turns out to refer to the view that there are
specific moral requirements that are binding without exception — for example, that
you should never steal, never have premarital sex, and so on. These two views are,
of course, compatible, but they are different claims. Logically speaking, you can be
an objectivist without believing that there are any exceptionless moral requirements;
indeed, this is the position of many philosophers, particularly consequentialists
(a view we shall return to).

Philosophers usually mean something more precise by the term moral relativism.
In essence, it is the doctrine that there is no one true moral system, binding on all
people at all times. A relativist might say that infanticide is wrong for the people of
the twenty-first century in the West, but permissible for the ancient Spartans and
perhaps even for contemporary cultures in which it is practised, for example, to
ensure that girls do not survive after birth. Relativists might also claim that morality
literally changes, so that practices like corporal or capital punishment which were
permissible in the nineteenth century are wrong in the twenty-first. Roughly
speaking, relativists claim that what is right or wrong, better or worse, virtuous or
vicious in a particular culture depends on what is accepted in that culture as right
or wrong (etc.) Hence, for moral relativists, there is no transcultural perspective
from which moral judgements can be made, in such a way that all such judgements
legitimately apply to all cultures, regardless of what is accepted or practised in each
culture. For example, a relativist might say that it is wrong (morally wrong? It is
hard to be sure) for people in twenty-first century Western democracies to condemn
practices widespread in sub-Saharan Africa, such as female genital mutilation, just
because they are not accepted in Western cultures. Those practices are accepted in
sub-Saharan Africa, and who are we to judge them? Female genital mutilation is
right for the people in those cultures, or at least in small sub-cultures within them,
and since terms like ‘right” or ‘wrong’ can only mean ‘right for’ or ‘wrong for’ the
people who live in such-and-such a culture, there is no more to be said. Similar
things are sometimes said about attempts by organisations with morally universalist
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aspirations, like Amnesty International, to persuade all governments to respect the
human rights allegedly possessed by all individuals. A relativist might point out that
the very notion of human rights stems from the individualism that arose from the
eighteenth-century European Enlightenment, and that it is parochial at best, and
imperialist at worst, to demand that all cultures look to the Enlightenment for their
moral inspiration. Some societies barely understand the notion of human rights,
and, for the relativist, there is no legitimate transcultural perspective from which
we are entitled to judge that they are wrong.

Such a relativist stance is a familiar part of the contemporary intellectual land-
scape. Relativism is less popular in philosophy departments than it is in departments
of cultural studies, literature, or social sciences, but it raises basic philosophical
issues. Before looking at the central issues, we need to clear up a number of
confusions along the way, and make some crucial distinctions.

First of all, we can recognise the general spirit leading most expressions of
relativism, and it is important to see how this spirit can be allowed some life even
if we reject relativism. At its best, this spirit is one of intellectual humility and moral
toleration.

The humility is shown in unwillingness to be dogmatic about the validity of the
standards we happen to have been brought up to respect, without giving proper
thought to other ways of doing things. We should not be parochial. Once we realise
that, had we been raised in another culture, we would probably have internalised
the values of that culture, we should wonder whether the standards we were actually
brought up to believe in are right after all.

The moral toleration amounts to a rejection of rigid and dogmatic judgemen-
talism’, especially when we realise the vast impact of non-rational factors on our
own moral outlook. The findings of anthropologists in the nineteenth and early
twentieth century had an important influence in this respect, in making the citizens
of the imperial powers see that other societies functioned perfectly well although
in many respects their mores and moral outlooks were different from their own.

All this is important. It is good to see that one’s own way of doing things may
not be the only proper way, and good (at least sometimes) to cultivate toleration
towards those who do things differently. Equally important, however, is to see that
none of this entails moral relativism. You can be fallibilist about the best way to
lead your life — that is, you accept that your moral judgements may be mistaken —
without being remotely relativistic about morality. The distinction is subtle but
crucial. The fallibilist says, in effect, that he or she is unsure of the nature of the
good life, or of the best moral codes to live by, because other cultures probably have
important things to teach us and we simply don’t have enough opportunity to learn
from them. This is different from saying that all cultures possess some kind of moral
equality, in that nobody from one culture has any business judging the practices of

97



PIERS BENN

another. The moral fallibilist says: there is a best way to live, but I may be mistaken
as to what it is. The relativist says: there is no best way to live, because that very
idea is inherently culturally relative.

A similar point may be made about toleration. To the extent that you are morally
agnostic, it makes sense to be cautious in passing judgement on those who seem to
be very different, since you don’t know that they haven’t important things to teach
you. But in fact, this isn’t really what is meant by toleration. Toleration implies, not
moral relativism, but the very opposite. If we tolerate something or somebody, we
are putting up with what we do not like or approve of. If I tolerate a taxi driver’s
racist banter, that means I decide not to get into an argument with him, particularly
if that would cause me to be dumped somewhere miles from my intended
destination. It doesn’t mean I approve of what he says. If I tolerate a bore at a social
event, that means I don’t ignore him or let him know I think he is a bore. It doesn’t
mean I don’t think he is a bore.

This helps to highlight a common confusion among those who describe them-
selves as relativists. They believe in toleration and respect for different lifestyles, and
they probably believe in the values of a multi-cultural society. Indeed, they think that
this moral stance is somehow mandated by relativism. If relativism is correct, they
say, then we ought to tolerate difference. We have just remarked that toleration is
not something we extend to things we approve of or are indifferent to — rather, we
extend it to what we disapprove of. But there is a yet more important problem, which
is that when we challenge the relativist to tell us who should be tolerant, or in which
societies ought this to be a value, he or she will find it difficult to give a coherent
answer without compromising the relativism. If the claim is: relativism is true,
therefore everyone should be tolerant, if follows that a non-relative value — that of
toleration — has been inadvertently introduced. But how can this be, if the relativism
is to remain intact? Surely the relativist should be saying that toleration is right in
societies where toleration is generally valued, but not elsewhere. This would be the
most consistent stance, but would go against his or her instincts towards toleration.

This difficulty, in fact, points to a quandary relativists often find themselves in
when they are asked about cultures where toleration is largely absent. As I write, a
court in Pakistan has just passed the death sentence on a doctor who supposedly
told his students that the Prophet of Islam was not a Muslim before he was forty
(which is when he is said to have started receiving divine revelations), and in
Afghanistan several foreign aid workers who have been accused of spreading
Christianity face the death penalty. Some relativists find such cases embarrassing,
as they tear their instincts in different directions.

However, this is not enough to refute relativism. We can imagine a relativist
‘biting the bullet’ and stating that toleration is not a universally binding value — that
there is no non-relative requirement to be tolerant. So we come to ask what positive
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arguments there are in favour of relativism. The arguments come in varying degrees
of subtlety, and the fact that some arguments are unsound does not imply that there
aren’t better ones. Here I simply wish to concentrate on an argument commonly
invoked in favour of relativism, which may be called the Argument from Cultural
Diversity.

The Argument from Cultural Diversity starts from the uncontroversial fact that
different societies and different historical epochs have different moral codes. Of
course, it may be debated to what extent this is true. Relativism is sometimes
criticised for exaggerating the extent of these differences, and failing to see that
some of them are no more than different conventions upholding the same moral
values. It is also pointed out that there are core values that are essential to the
survival of any society — for example, it is almost unknown for a society to show
complete indifference towards the welfare of infants.

There is truth in these remarks, but they are not central to the issue here. Let us
take it that there are some genuine moral differences between different societies, for
example in the weight they accord to individual rights as opposed to community
values, in their attitudes to sex, women or the elderly, in the amount of political
freedom allowed, or in their treatment of prisoners. The question is, can the fact of
these differences provide a cogent ground for moral relativism?

The argument often starts with the fact that different things are accepted in
different cultures, and then leaps to the conclusion that no culture’s core values are
superior to those of any other. But it is hard to see how this inference can be justified.
The starting point (in fact, the only premise!) states the factual, anthropological
claim that different societies have different beliefs about what is morally right and
wrong; the desired conclusion is that no society’s beliefs about right and wrong are
better than any other’s. But how does this follow? The premise and the conclusion
state different things, yet without an additional premise the inference is mysterious.
Why can’t some core values in a society be morally bad, and inferior to those of
another society? Indeed, this possibility is widely taken for granted in non-moral
spheres. Most people in the Western world are prepared to say that medieval
theories of astronomy were overturned by Copernicus and Galileo, and that modern
scientific medicine is more efficacious than witch-doctoring. I say ‘most people’,
because there are those who subscribe to a relativist view not only of morality, but
of any claims to truth; indeed, their ideas (sometimes described as postmodernist)
are sometimes the driving force behind moral relativism. But many others are happy
to be non-relativist about science, but relativist about morality, and this invites us
to consider why morality is meant to be so different.

If the driving force behind moral relativism is, indeed, a more global relativism,
involving scepticism as to the very possibility of objective truth or rationality, then
such a position assumes an apparent invulnerability to rational refutation. Indeed,
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advocates of postmodernist notions are apt to charge their opponents with begging
the question against relativism in their very attempts to argue against it — for it is
the very possibility of rational argument that is in question. And in a sense, they
are right; for fruitful argument to be possible, all parties to a dispute must take for
granted the value of argument. But the relativist victory is hollow, since this stance
makes it impossible to accept rational argument and objective truth, even if these
things should be accepted. And to embrace, without argument, the stance that
argument is impossible, is itself a way of begging the question.

In this short discussion I do not claim to have refuted moral relativism. However,
I have suggested that it faces some serious obstacles, and that one of the most poular
arguments in its favour is flawed.

EGOISM

Relativism is sometimes perceived, whether with relief or anxiety, as a threat to
serious moral engagement. Another such supposed threat is in various theories
described as egoist. All who teach ethics come across people who profess a
theoretical egoism. Some of them claim that all human motivation is really self-
interested, in spite of appearances to the contrary. Others claim that all human
motivation ought to be self-interested, even if some people are genuinely but
misguidedly altruistic. Egoists of either kind may appeal to the way the world
(allegedly) works, perhaps as shown in the harsh realism of business, commerce,
politics or warfare. The more theoretical among them might appeal to Darwinian
evolution by natural selection, or to the modern discipline of evolutionary
psychology. Is there anything to be said for egoism?

First let us distinguish psychological egoism from ethical egoism. Psychological
egoists, the first sort described above, think that all our motivations are exclusively
self-interested, whether or not we acknowledge the fact. That doesn’t mean that we
are always trying to do others down. Often self-interest coincides with the interests
of others, and co-operative enterprises are set up to ensure that several people’s
interests are satisfied. However, according to psychological egoism, an individual
enters into co-operation with others only when it is in his or her interest to do so.

As the name suggests, this theory is a psychological theorys; it is about what does
motivate us rather than what should motivate us. It is a familiar view. We all know
people who think that when we give to a beggar, we are really doing so to avoid
feeling guilty rather than because we genuinely care about him; that when we return
borrowed property or own up to something embarrassing, we are doing so only
because we would be caught out otherwise. Indeed, one of the attractions of this
theory is that it seems consistent with everything we actually do. You refused to
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give to the beggar? That’s because you preferred to spend your money on yourself.
You gave to the beggar? That’s so you wouldn’t feel guilty for refusing. We have
before us an elegant, plausible, catch-all theory.

Before looking at criticisms of this theory, we should note that as an empirical
hypothesis, there is some truth in it. Most people often weight their own interests
above those of others, or at least over those outside their circles. One’s own interests
often present themselves with an urgency that the interests of others lack. And often,
when we seem to be doing something for another’s benefit — like consoling someone
after she has been treated badly — we do so partly for undeclared reasons, such as
satisfying curiosity about people’s motivations. But psychological egoism would not
be interesting if it amounted only to this. What the theory says is not that we often
put our own interests first, but that we always and necessarily do so. This is a much
stronger thesis, and needs a strong defence.

How might such a defence go? It is best expressed in the first person. A common
argument stresses that whenever I do something, I do it only because it is what I
most desire to do. Even when my choices are severely limited by external factors, I
always opt for what I most desire. If all the options are pretty dreadful, I most desire
the least dreadful of the options, and that is what I choose to do. So desire is what
motivates action, and is all that motivates action. Furthermore, the argument goes,
all my desires are exclusively for the satisfaction of my interests. Again, it is often
impossible to obtain what I most want, but my interests are satisfied as well as they
can be whenever I obtain what I most desire, out of the options actually available.

Put more formally, then, the premises of the argument are:

1 All T do is motivated exclusively by my desires.
2 All my desires are for the satisfaction of my interests.

From these premises, the conclusion is drawn that in all action my actions are
exclusively self-interested.

The argument is clearly valid — that is, if the premises are true then the conclusion
is true. The question to ask, then, is whether the premises are true. Each is open to
serious challenge, especially the second one.

We might challenge the first premise, asking why we should believe that all action
springs from desire alone. In doing so, we would be entering a long and complex
debate brought to prominence in the eighteenth century, concerning whether ‘reason
alone’ can ever motivate action, as opposed to desire. In fact, the more we enter
this debate, the less clear the concepts of reason and desire become. Immanuel Kant
(1724-1804) insisted that any action with real moral worth must be motivated by
reason, and indeed that only such actions could be genuinely free. David Hume
(1711-76) by contrast, held that reason alone is totally inert, meaning that no
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recognition of truth, just by itself, could ever produce an action; what is always
needed is a ‘passion’. We shall look at this in more detail later. The immediate point
is that the first premise of the argument can be challenged by pointing out that, very
often, I do not do what I most want to do. If I stay at work late marking exams, I
am certainly not doing what I most want to do. Concern for duty can militate
against the satisfaction of desire.

No doubt the notion of desire can be refined to accommodate these examples,
but we can leave this on one side, because most of the trouble, I suggest, comes with
the second premise — that all my desires are for the satisfaction of my interests. Why
should we believe this? It is the driving force behind the psychological egoist’s
insistence that whenever I help a beggar, repay a debt or go out of my way for a
stranger, I am doing so because I wanted to, and that therefore my action is in fact
self-interested. For by helping the stranger, I am satisfying a desire of mine — and
isn’t this a paradigm case of acting on self-interest? This idea, in turn, generates the
particular accounts offered by the psychological egoist about what is really going
on — for example, that T am only trying to avoid a guilty conscience, or wish for a
good reputation, or am afraid of being caught out.

But this seductive chain of thought is surely flawed. Let us concede the first
premise, for the sake of argument. Let us accept that all actions are motivated only
by desire. Still, there is a distinction to be made between self-interested desire and
desire to further the interests of others. My desire to visit the doctor is self-interested
(though note, not selfish unless I deprive someone else of a similar benefit) because
I want to look after my physical health. But my desire that my father should visit
the doctor is other-interested — after all, it his welfare I am concerned with here, not
my own. In both cases, I have a desire — but one is for my own benefit, and the other
is for someone else’s benefit.

This is a remarkably simple point, but many people have great difficulty seeing it.
(Perhaps that is partly because they are egoists themselves?) They think that even if
I do want my father to be healthy, there must also be something in it for me. However,
if all they mean is that my father’s good health satisfies a desire of mine, then I can
happily agree: I want my desire for my father’s benefit to be satisfied. But we still
lack an argument for supposing that this desire is really self-interested. The psycho-
logical egoists might amplify the point, claiming that I desire my father’s benefit
only because if he became ill, it would be a nuisance for me to look after him, or if
he died, my grief would be painful for me. But the answer should be clear: the very
fact that I would bother looking after him, or would be sad if he died, suggests that
I have a genuine concern for him. Otherwise, why would I bother about him at all?

In short, the immensely popular thesis of psychological egoism suffers from
serious shortcomings. It might conceivably be true, but the popular arguments for
it are unsound.
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What about ethical egoism, the other kind of egoism we mentioned? This is a
normative thesis — i.e. one that tells us how we ought to behave. Note that if
psychological egoism is true, then ethical egoism becomes somewhat uninteresting.
For there is little point in recommending that we be self-interested, if we have no
other choice. But suppose that we can choose whether to be wholly self-interested,
or to be altruistic to some degree. Should we be self-interested?

The ethical egoist likes to present himself as realistic, seeing himself surrounded
by other egoists who are all only too ready to make mincemeat of him unless he
uses his strength and cunning to the full. Such a world, admittedly, need not be a
complete jungle, for it can be in a person’s interest to enter into co-operation with
others; there is no necessary conflict between self-interest and co-operation. One
venerable theory with origins in this vision is Hobbesian contractualism, which
claims to provide a self-interested basis for caring about morality. But the picture
of human nature it starts from is too extreme. Even if self-interest is a dominant
motive in many people, it is rarely the only motive. Besides, look around you and
you will find many unsung people who do a lot of good for others, without seeking
attention or external rewards. And even if the world were full of rampant egoists,
this would not provide a moral justification for egoistic behaviour. It would not be
enough to say (perhaps correctly) that only by being an egoist will I serve my own
interests, for the question at issue is whether self-interest alone provides individuals
with sound reasons for action. No doubt it is both prudent and sometimes morally
permissible to look after our individual interests when they conflict with those of
other people. But ethical egoism says more than this — it says that, ultimately, it is
all an individual should be concerned with.

Another familiar claim is that well-meaning attempts to be altruistic often back-
fire. ‘Do-gooders’ frequently do more harm than good, helping neither themselves
nor others. For example, it may be said that if you are always trying to help others,
your efforts will soon become intrusive and unwelcome, and may even undermine
the autonomy of the intended beneficiaries. In particular, this is sometimes said of
aid to developing countries and charitable giving: it lines the pockets of dictators
and creates a culture of dependency. On the whole (the argument continues)
individuals are the best judges of their own interests and are best left to pursue their
interests in the way they see fit. In any case, unless you look after yourself, you will
be in no position to look after others. If it is noble to give large amounts of money
away to worthy causes, you can do this only if you have money in the first place,
and you won’t have it unless you are in the habit of looking after your own financial
interests.

But note that these observations are irrelevant. For it is one question whether we
should promote the interests of others, but another question how best to do so. The
observations only tell us that many efforts to help others are counterproductive. They
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provide no case for not trying to help others. Thus, we do not escape any duties we
may have to help the poor, merely by observing that charitable giving is no use. If
that is the case, comes the reply, then find out what really does help them and go
ahead and do it. Of course, we may also dispute the truth of these observations —
maybe charitable giving does good, after all — but it is more economical in argument
not to be side-tracked by this debate.

We might also try to dispose of ethical egoism by appealing to the Golden Rule
that we should treat others as we would like them to treat us. Admittedly, a
determined egoist can resist this, pointing out that although he would prefer others
to treat him altruistically, while he treats them egoistically, he does not morally
object to others putting their own interests before his. Indeed, he thinks that others
ought to put their own interests first, just as he ought to put his interests before
theirs. This is a consistent position, compatible with holding egoism as a universal
principle rather than one that only applies to him. But it comes at a price. First, this
stance is psychologically difficult to maintain and quite rare. Whatever we say in
theory, we do feel moral resentment when others do us down; we feel their
behaviour is not merely unfortunate for us, but reprehensible. And since we think
this, we should realise that others are also entitled to feel resentment when we do
them down. If we do not admit this, then we are treating ourselves as exceptions
to a moral code we think others should abide by. Second, and related to this, is the
difficulty of coming up with any convincing case for ethical egoism. Even if we avoid
double standards by steadfastly claiming that everyone should be egoists, it is hard
to see why such a view has any plausibility. Why should I, as a matter of principle,
always put my interests before those of others?

In summary, we have noted two alleged obstacles to serious moral engagement:
moral relativism and two types of egoism. Let us put them on one side and consider
some more substantive moral theories.

CONSEQUENTIALISM

A popular theory with a venerable history is consequentialism. An important
consequentialist theory is utilitarianism — indeed, the two terms are often used
interchangeably. However, consequentialism, strictly speaking, is the view that
actions should be judged entirely by their consequences; it does not itself specify
what kinds of consequences are desirable. Classical utilitarianism specifies that the
only thing ultimately valuable is pleasure or happiness, and all actions are to be
judged in terms of their conduciveness to this. This was the thesis defended by the
two great classical utilitarians, Jeremy Bentham (1748-1832) and John Stuart Mill
(1806-73). However, modern day utilitarians place less emphasis on pleasure or
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happiness, preferring to adopt preference satisfaction as the ultimate goal of action
(leaving it theoretically open as to what those preferences are).

The attractions of consequentialism are clear. It seems to provide a rational basis
for many of the moral principles we take for granted. If someone tells us that
we shouldn’t behave cruelly, or tell lies, cheat or steal, it is natural to ask why we
shouldn’t do these things. To be told ‘you just mustn’t’ may be rhetorically effective,
but leaves us none the wiser. Surely, however, we can supply a reason just by looking
at the consequences of doing these things. People prefer not to be cheated, hurt or
lied to, and will often feel distress if they are. The frustration of their preferences is
a bad thing, and so actions that promote it should be condemned. The satisfaction
of a preference is a good thing in itself, even if its goodness may be outweighed by
greater evils. Satisfying some people’s preferences — like the preferences of sadists
to see their victims suffer — causes far more evil than good, but this fact is entirely
consistent with consequentialism, which says that whenever it is wrong to satisfy a
preference, this is because doing so would frustrate a greater number or intensity
of other preferences. For consequentialists, this serves only to reinforce the idea
that preference satisfaction, in itself, is good — that indeed it is what morality is
ultimately about.

Moreover, the contemporary emphasis on preference satisfaction rather than on
pleasure or happiness avoids some notorious difficulties with classical utilitarianism.
For example, Mill was a philosophical hedonist — that is, he espoused the view that
the only thing good in itself, and not on account of its conduciveness to other goods,
is ‘pleasure or happiness’. However, the hedonism supported by Mill failed to
register the highly significant differences between pleasure and happiness. He writes
as if the two notions stood more or less for the same thing, which they obviously
do not. Someone whose life is brimming over with pleasures may yet be unhappy
— drugs, drink and orgiastic sex failing to supply a sense of meaning to her life —
while the ascetic recluse, innocent of such indulgences, may still be happy (which
is not to say that a life without pleasure cannot also be utterly miserable). Further-
more, Mill himself was convinced that some pleasures were far more worthy of
pursuit than others, and faced the problem of reconciling this observation with his
own theory that the pleasure produced by actions was the only ultimate criterion
of their moral worth. He tried to get round this by claiming that there were ‘higher’
and ‘lower’ pleasures, in other words that pleasures differed in quality as well as
quantity. However, although he was doubtless correct in this (even if his views on
the lower pleasures were a touch priggish) such a distinction is ruinous to his
hedonism — for it entails that pleasures are to be judged according to separate, non-
hedonistic moral criterion.

Consequentialism’s appeal partly derives from its claim to base morality in things
whose value seems obvious. By contrast, a moral system whose primary emphasis

105



PIERS BENN

is on doing or avoiding certain types of action — e.g. keeping promises, or never
lying — runs the risk of arbitrariness, of issuing moral requirements that have no
rational basis, unless they can be given a consequentialist justification. Such theories
are often called deontological, meaning they emphasise specific rights, duties,
obligations or rules. They may be enshrined in religion, as are the Ten Command-
ments, but they may also be given a non-religious basis, as is Kant’s Categorical
Imperative (of which more later). Consequentialists deny that these rules or codes
should be obeyed just for their own sake. When they should be followed, this is
because they promote a favourable net balance of preferences satisfied over
preferences frustrated. But — and this is where some versions of consequentialism
acquire notoriety — whenever following such a rule would not be beneficial in this
way, then it should be disobeyed. If keeping a rule, such as a rule against lying,
causes an unfavourable balance of good and bad, then the rule should be broken.

Critics of consequentialism are quick to protest that in that case, no type of deed
is ruled out of court. It is conceivable, even if unlikely, that consequentialism would
support killing the innocent, torture, rape and pillage if these deeds promoted the
overall good (as conceived by consequentialists). Suppose you find yourself in a
situation in which you can save a hundred innocent people from near-certain death
only by killing ten innocent people. Or suppose you are poor, and someone offers
you a good salary for helping to manufacture biological weapons, and you know
that if you don’t accept the post, then someone else will. What should you do?
Critics of consequentialism claim that according to this theory, any action, however
appalling in isolation, can become not only permissible but obligatory if someone
makes a credible threat to do something worse if you don’t comply. Similarly, it may
become obligatory to inflict great suffering on people if this is ‘compensated’ by
others’ pleasure. No doubt the gladiatorial contests of Imperial Rome, where slaves
and convicts had to bludgeon one another to death in front of large crowds, gave
considerable amusement and pleasure to the spectators. If the net balance of
suffering over pleasure was favourable, it would appear that consequentialism
would endorse these contests. Indeed, we can imagine Romans justifying these
spectacles as a way of keeping trouble off the streets and providing hot-headed
youths with a chance to let off steam.

Unsurprisingly, consequentialists regard these criticisms as unfair. A common
response is that we should not judge the theory in terms of what it might say about
wild, unlikely theoretical possibilities. Even if, in theory, it could be right to kill ten
people to save one hundred, in practice situations are rarely if ever like that. We
often do not know whether our actions will have the desired effects, especially in
the long term. If someone were callous and brutal enough to threaten that unless
you killed ten people, he would massacre one hundred, he could surely not be trusted
to spare the remaining ninety even after you have killed ten. It is far more likely
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that he is amusing himself by inveigling others into his evil plans, and undermining
their sense of integrity. As for the Roman gladiators, most consequentialists would
attach far greater importance to the alleviation of suffering than to the promotion
of pleasure. What the spectators lose by forgoing the pleasure of the shows is far
less than what the gladiators lose by being forced to kill and maim one another.

Furthermore, and powerfully, consequentialists point out that it even if we should
accept that it is not only in theory, but also in practice, that we should break ‘rules’
or ‘principles’ in certain circumstances, this is accepted by almost everyone. Indeed,
even those who try to rescue principles often buy their moral rigour by restricting
the scope of those principles. Hardly anyone thinks it is always wrong to lie, that
it is forbidden to lie even to the secret police who are looking to kill the innocent
person you are sheltering. Hardly anyone thinks that all promises should be kept,
come what may. Suppose you promise your partner that you will return home one
evening with a copy of that celebrated intellectual journal Loaded, but you discover
that all the shops in the vicinity have run out of it. No one would expect you to
trek to the nearest shop, miles away, where there might be a copy. It would be
reasonable to protest that you made reasonable efforts but couldn’t get hold of a
copy. Indeed, it is normally implicitly understood by all parties that promises like
this are not binding if it would be unexpectedly burdensome to keep them. (In that
case, you may protest, no promise has been really been broken, so no promise-
breaking has been justified by the example. The obvious reply, though, is that this
shows that sensible people do not think it reasonable to place these burdens on
others — a point that applies to other ‘absolute’ principles as well).

If this is on the right lines, the best strategy for the consequentialist will be to point
out this practical rapprochement between consequentialist and non-consequentialist
theories, and then claim that consequentialism has theoretical superiority in
explaining the basis of generally agreed practical principles. Various strategies have
been tried. I shall briefly mention one, and then say a little more about another.

One consequentialist strategy is known as rule-consequentialism (some writers
prefer to call it rule-utilitarianism). The idea here is that there is a proper place for
rules in a consequentialist framework. We do not have to abandon the idea that it
is wrong to kill, rape or steal, because rules against these things can be given a sound
consequentialist justification. A world in which everyone obeyed such rules, even
when in some cases it appeared that breaking such a rule would be beneficial overall,
would be better than a world in which people decided on every individual occasion
whether the rule should be kept or not. This stance is usually contrasted with the
act-consequentialist (or act-utilitarian) position, which is what, in effect, we have
been discussing so far. Act-consequentialists think that the notion of rules should
pull no independent weight in deliberation; whenever it is right to act as the rule-
utilitarian would act, it is because we can judge independently that acting thus
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would produce the best possible net distribution of benefits and harms. Rules are
irrelevant. Either they tell you to do what act-utilitarianism tells you to do anyway,
or they are not truly utilitarian rules.

Interestingly, both views are plausible. It is very likely that if the only principle
people lived by were ‘Do what seems, in the circumstances, to maximise utility’ (i.e.
produce the best possible balance of good over bad) then utility would not be
maximised. People would make stupid miscalculations, or allow their personal
biases and interests to distort their decisions. On the other hand, if this is correct,
then we can expect an act-consequentialist to make the same point — and hence end
up endorsing the more or less unreflective following of rules.

The matter is further complicated by the fact that almost everyone would agree
that occasionally a rule should be broken, even if we should be pretty reluctant to
do so as a matter of policy. If the so-called rule-consequentialist doesn’t even accept
this, then we must wonder whether his position is consequentialist at all!

One attempt to circumvent this is in a position that bears certain affinities to rule-
consequentialism, but which allows the reflective breaking of rules. R.M. Hare
(1919-2002) developed a “Two-Level’ consequentialist theory.! Rather than ask
ourselves, on every occasion for action, what the proper utilitarian course would
be, we should usually be content with following the precepts of commonly accepted
morality. We should be trustworthy, keep our promises, be truthful and kind, pay
special attention to those with whom we are in special relationships. A sound moral
education will instil dispositions to follow such precepts without too much reflection.
This is moral thinking at the ‘intuitive’ level. For the most part, it serves us well.
However, it is only one ‘level” of moral thinking, and not always sufficient. There
can be occasions when we have to think at another level to solve moral problems.
This is the “critical’ level. If we encounter conflicts between ‘intuitive’ principles, or
if we encounter genuinely new kinds of situation, we may have to think from scratch.

Hare illustrates the distinction between the two levels of moral thinking by
imagining two kinds of deliberator, the ‘archangel’ and the ‘prole’. The archangel’s
deliberation is always at the critical level, and unlike ordinary humans he can be
trusted to think all the time on this level. This is because he is not subject to
temptations or self-serving biases. He is utterly impartial between everybody’s
interests and preferences. He knows every relevant fact and makes no errors of
reasoning. By contrast, the prole is inclined to irrational thinking, partiality, self-
deception and limited sympathies. If he were to attempt to think at the critical level,
he would probably make a mess of it and do wrong things. That is why it is safer
if he confines his thinking to the intuitive level, sticking with basic principles of
truthfulness, unreflective kindness or loyalty.

Hare thinks the hypothetical archangel would reason as an act-utilitarian. He
can be trusted to do this, because of his intelligence and impartiality. The prole
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should stick with something more simple. Where, however, does that leave us
ordinary people? Many of us are somewhere between the archangel and the prole,
and there are considerable individual variations. We are prole-ish enough to need
intuitive thinking much of the time, but we can sometimes see clashes between
principles, or even disasters looming if we stick by a principle. Then, cautiously and
reluctantly, we should override the intuitive level with the critical.

This is probably the best account the utilitarian can offer. It helpfully reminds us
that utilitarianism can endorse relatively conservative positions, contrary to its
popular image. But for many critics, Hare’s account is structurally unstable. How
do we know when to ‘go critical’, so to speak? People no doubt have different
thresholds; which are the right ones? To know when to switch to the critical level
requires accurate insight into our individual limitations — something we all lack to
some extent, especially those of us who most need it. A deeper worry is that although
Hare provides a role for intuitive thinking, with all its vocabulary of duties, rights,
and so on, his theory latches onto the wrong sort of reason for moral behaviour.
Certain acts, we might want to say, are intrinsically wrong; there are certain intrinsic
goods and evils. This is more than saying that it is useful to think and talk in this
way. Certain preferences really are good or evil, and whatever it says, utilitarianism
cannot ultimately make sense of this idea. For that theory, no type of deed or thought
is ultimately ruled out of court.

There is an extensive literature on consequentialism, as it refines itself in ever
more ingenious ways. Other controversial features of the theory include its denial,
in most versions, of any intrinsic moral difference between an act with a certain
consequence, and an omission with a similar consequence. This has led to an
extensive literature in applied ethics, in which consequentialism is applied to such
matters as killing and letting die in medical practice, and our obligations to help
the starving. Let us leave the discussion here, however, and see how some of its
rivals fare.

DEONTOLOGY

Another dominant moral theory, or cluster of theories, goes under the heading
‘deontology’, after the Greek word for duty. The deontogical approach has a flavour
lacking to consequentialism, and probably appeals to a different moral tempera-
ment. The stress on absolute or nearly absolute specific obligations, rather than the
general obligation to promote the overall good, is quite distinctive. It is characteristic
of deontological ethical theories that they regard certain types of action as required
or forbidden in themselves, simply because of the kinds of deed they are, and not
because of their consequences.
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It is important to remember that merely adhering to a deontological moral
framework does not in itself tell us what to do or avoid. The theory does not
determine the normative content of ethics. However, it is probably no accident,
psychologically speaking, that traditional deontological theory has been more
emphatic about what we should 7ot do rather than our positive obligations, and
has included in its list of prohibitions a familiar range of actions, such as lying, theft,
promise-breaking, various sexual misdemeanours, and killing the innocent.

Kant is the best known exponent of a deontological ethics, and he employs a
complex and sophisticated theory in its defence. His most famous work in ethics is
his short book Groundwork of the Metaphysic of Morals in which he tries to place
such an ethical system on an entirely rational footing. Not for Kant the appeal to
mere authority, whether human or divine, nor the appeal to our desires. The moral
law, which is described as the Categorical Imperative, can be known a priori — that
is, by reflection alone, independent of empirical observation, religious revelation,
or the desires we happen to have.

By calling the moral law categorical, Kant means to contrast it with another type
of imperative, which can be called hypothetical. Hypothetical imperatives are valid
only on condition that those to whom they are addressed already have certain desires
or aims. Thus, if someone said ‘If you want the bus to Oxford, go to Bay 16°, or ‘If
you fancy her, then ask her out’, she would be expressing hypothetical imperatives.
(If you don’t want to go to Oxford, but Newcastle, then catching the bus at Bay 16
is likely to end up in grief, and if you don’t fancy the woman in question, then you
may have no particular reason to ask her out.) Kant is adamant that moral
imperatives are not like that. On the contrary, they are binding on us quite regardless
of what desires we happen to have. They are categorical. But how can any impera-
tive be categorical? How can someone have an inescapable reason for doing
something that answers to no desire, interest, or end that she has?

A parallel may be useful here. Compare the moral law, which Kant thinks is
inescapable, with the physical laws of Newtonian mechanics. Newtonian laws (or
so Kant thought, writing before the advent of quantum theory) were deterministic
and exceptionless. If I drop an apple, it must fall. If someone else drops an apple,
under similar conditions, it too must fall. It cannot be otherwise. These are physical
laws. But is there a universality to the moral law in the way that there is to the
physical laws? For Kant, the moral law has a universality, but in a different ways it
cannot literally ensure its own observance. We can ignore the moral law in a way
we cannot ignore the law of gravity. Nevertheless, we cannot escape the rationally
binding claim it has upon us.

It is not surprising, then, that the first formulation of Kant’s Categorical
Imperative is called the Formula of Universal Law. It states that ‘I ought never to
act except in such a way that I can also will that my maxim should become a
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universal law’. A ‘maxim’ is a subjective principle on which I act. Kant’s thought is
that an action is morally wrong if I cannot prescribe (‘will’) that not only I, but
anyone else too, should act similarly in similar circumstances. Thus he asks whether
it is permissible for me to obtain a loan by making a false promise that I shall repay
it. The question is, can T will that the principle involved (that T should escape
difficulties by false promising, whenever I am in need) be adopted as a universal
law? Kant thinks it cannot, since if everyone availed themselves of this option, their
promises would eventually not be believed — hence there would be no advantage in
making a false promise. A universal law permitting lying promises would soon
‘annul itself’. It would lead to the collapse of the institution of promising, thus
making lying promises futile.

It is hard not to feel a sense of anti-climax here; a sense that an intriguing theory
purporting to defend the inescapability of the moral law has been given such an
implausible defence. It is also initially difficult to see to what extent this argument
differs from a consequentialist one — after all, Kant seems to be appealing to
consequences when he asks whether he could will the consequences of everyone
making lying promises to get out of difficulties. But in fact there is a difference
between this argument and standard consequentialist ones. Kant is not suggesting
(which would be absurd anyway) that my making an insincere promise will somehow
cause everyone else to do the same. The point is that if T consider myself morally
permitted to perform some action, then I am bound to accept that anyone else in
similar circumstances is permitted to do likewise. This is what it is to accept a moral
imperative: it is to will it as a universal law, whether one realises this or not. The
lying promiser wills lying as a universal law, but at the same time depends on the
truthfulness of others. There is thus, as Kant puts it, a contradiction in his will.

Am I, however, willing a universal law whenever I prescribe an action for myself?
In one obvious sense I am not. If T decide to go to a certain shop to buy some goods,
I am clearly not prescribing that everyone else should go to that same shop, at the
same time, to buy the same goods. That way lies chaos. But this point does not
destroy the appeal of the thought that moral principles are, in some sense, univer-
salisable. The point is that there are no special permissions, obligations or
prohibitions that apply just to me, solely on account of my identity. Of course, there
may be special facts about me, such as that I am extraordinarily talented in some
way, that make it permissible for me to undertake tasks that no one else could be
trusted to do. There is indeed a romantic strain in some ethical thinking, partly
traceable to the German philosopher Friedrich Nietzsche (1844-1900) that stresses
the liberation from ordinary ethical constraints that should be enjoyed by the
‘Ubermensch’ (‘superman’) with special power and creativity. But whatever this
somewhat vague idea amounts to, it is possible in theory to see it as universalisable:
let anyone with such special characteristics behave differently from ordinary mortals.
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There is far more to Kant’s deontological theory of ethics than can be summarised
here, but another important feature that must be mentioned is his second formu-
lation of his Categorical Imperative, known as the Formula of the End in Itself. This
tells us to ‘Act so that you treat humanity, whether in your own person or in that
of another, never as a means only but always at the same time as an end.” (It is
important to stress the word ‘only’, for otherwise almost every interpersonal activity
would be ruled out. I use a shop assistant as a means to buying the groceries, but
do not thereby treat her as a mere means, as if she were good for nothing except
serving me.) This idea has been extraordinarily influential both in ethics and in
political philosophy, providing a basis for respect for individual rights and
autonomy. Its relationship to the Formula of Universal Law is not at once obvious,
but the thrust is that since all persons are rational beings, capable of formulating
the moral law and then imposing it on themselves, they must never be treated as a
mere extension of the will of another. To do this is to subvert the moral law within
them; to fail to respect the autonomy that comes from being a rational self-legislator.
Coercion and deception are two ways in which this might be done. If T force you
to do something against your will, I am overriding your capacity to decide what
you ought to do and then do it. Similarly, if T get you to do something by deception,
then I am also subverting your rational will; although you consent to do as I ask,
you would not consent if you knew the truth (we might then debate at length
whether the ‘consent’ was ever genuine).

But suppose we are using coercion to stop people performing wrong deeds? One
of the problems Kant gets himself into, probably unnecessarily, is that he believes
that actions are autonomous only if they are both objectively right and performed
from a sense of duty. In this, of course, he is not alone among philosophers; Plato,
Rousseau and Spinoza had roughly the same idea. If that is correct, then forcibly
preventing people from doing wrong is no violation of their autonomy, since the
actions they would have performed without our intervention would not have been
autonomous. Admittedly, what we force them to do instead would not be autono-
mous either, since it would not be self-legislated. But at least there would be no net
loss of autonomy. Kant’s theory would be more convincing if he admitted that
wicked deeds can be just as free and autonomous as good deeds; the reason he
doesn’t is that he is wedded to a theory of freedom according to which dutiful
actions performed for duty’s sake are explained by the mysterious intrusion into
the world of a ‘noumenal’ faculty of pure practical reason, whereas all other actions
are explained by empirical (or ‘phenomenal’) causal laws. It is hard to make sense
of this admittedly intriguing and attractive idea.

Nevertheless, there is still considerable appeal in Kant’s notion of ends in
themselves. It is probably the most plausible basis for a theory of natural rights,
conceived as protective boundaries around persons that govern what we may do to
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them. It also gets at the heart of a crucial difference between most humans and (as
far as we know) all non-human creatures: non-human animals have desires but not
ends, and we do not subvert their autonomy by using them for our purposes, since
there is no autonomy to subvert. Our ascriptions of moral responsibility to persons
arguably depends on our regarding their actions and desires as their own, somehow
originating with them rather than mediated through them. All this suggests that
respect for autonomy is an essential part of morality, even if it is not the only part,
and even if other values can sometimes override it. This has seemed so clear to some
thinkers that they conceive the Kantian Formula of the End in Itself as capturing
the essence of the moral law.

Is this true, or adequate? One influential critique of this system questions whether
the whole notion of law — or deontology — is central to ethics. Some critics, indeed,
want to remove the concept of law altogether from our ethical thinking. But we
need not go this far to see the limitations of Kantian thinking.

VIRTUE

There is a well-established movement in moral philosophy that goes under the
heading of ‘virtue ethics’. There is, in fact, nothing new in this: Aristotle (384-322
BC) is seen as the main progenitor of this way of thinking. But the revival of this
general approach over the past thirty years or so arose from dissatisfaction with
utilitarian and Kantian theories of ethics — widely seen as the two main rivals to
virtue ethics.

We should be wary of artificial distinctions between these theories. There is no
reason, for example, why utilitarians should not help themselves to the idea of virtue
— in fact, they tend to emphasise the importance of the virtue of benevolence and
sympathy, as they are what motivate us to the impartial promotion of well-being.
But there is at least a difference of emphasis between the different theories. Very
loosely, we can say that whereas utilitarian and Kantian theories take the concept
of right action to be fundamental to ethics, virtue ethics place great importance on
individual character. “What sort of person should I be?’ rather than ‘What is the
right thing to do?’ becomes the central question of ethics.

The Aristotelian doctrine holds that virtue is a stable state of character that pre-
disposes us to seek the good for Man, or human flourishing. We flourish if we live
according to our nature. This flourishing he calls eudaimonia, often translated as
happiness, but consisting in objective well-being rather than any psychological state.
We find out what sort of life makes for our flourishing by discovering what function
Man uniquely performs. This turns out to be rational activity, or ‘an activity of soul
exhibiting excellence’. This is not mere contemplation, but practical reason
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(phronesis) that enables us to make right choices. The virtues, primarily courage,
justice, temperance and wisdom, are what we need to engage in the ‘activity of soul’
that constitutes our flourishing, but this is not a simple means—end relationship.
Rather, virtue is internal to our well-being — it is an indispensable part of it. To be
happy is to live well.

Our post-Darwinian scepticism about whether there is an objective ‘good for
Marn’, or whether Man and other creatures are ‘for’ anything, should not blind us
to the appeal of virtue theory. For there is something anaemic about a moral theory
that simply tells us what to do, or merely provides algorithms for dealing with moral
conflicts. It is natural to think that the moral life consists in something more than
this — that we can evaluate our motives, desires and characters as well as what we
do. No doubt those who reject virtue ethics will accept this, up to a point; for
example, a utilitarian might well accept that it is good to desire the well-being of
others, and to cultivate benevolence. But he will probably add that such virtues are
valuable, in the last analysis, only because of the actions to which they tend to lead.
For the virtue theorist, this leaves out something important. The desires we harbour,
or at least those we voluntarily wallow in, can be indicative of a good or corrupt
character, quite apart from any tendency we have to act them out. Someone who
plays out sadistic fantasies on a virtual reality machine reveals something bad about
himself, even if his behaviour towards others is impeccable. To the question: what
does such a person do wrong? the answer would be: he does nothing wrong (unless
we count fantasising as a deed) but this is not the point. Our moral evaluations
should not extend only to our actions or their results, but to our characters, which
are largely shown by what we take pleasure in. And our moral understanding is
greatly enriched by virtue and vice concepts: loyalty, courage, honesty, temperance,
stinginess, cowardice, dishonesty, intemperance. Moreover, the attitude we bring to
our actions has moral significance. Aristotle thought it more virtuous to take
pleasure in doing the things dictated by virtue, than it is to do them grudgingly. In
this he surely comes off better than Kant, who thought that only a sense of duty
could make a right action morally praiseworthy, and that the pleasure you take in
it is morally irrelevant.

Recent virtue theory has also inspired and enriched certain areas of applied ethics,
especially feminist ethical theory. It is ironic that although Aristotle thought the
virtues could be fully displayed only by free men, some theorists have looked to
virtue ethics to uphold feminist insights. Thus it has been claimed that there are
distinct male and female perspectives on ethical problems, and that the male
perspective (very broadly speaking) is legalistic, focusing on rights, justice and
specific obligations, as befits the areas of life where men are dominant, such as
business, politics, warfare and sport. By contrast, the female perspective is more
focused on an ‘ethics of care’ than an ‘ethics of justice’, and gives priority to
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relationships, nurturing, and sensitivity to particular circumstances rather than rules.
Women’s experience of childbirth, in particular, is said to fashion their moral
perspectives in the direction of ‘care’.

There are thinkers who believe that this confirms virtue ethics — that the sound-
ness of virtue ethics is the best explanation of the insights offered by ‘female’ ethics
(which is supported by some feminists). But it would be unwise to rely on this
too heavily. For one thing, there are reasonable doubts about whether women’s
approach to ethics (it is unclear whether this refers to all women, most women or
some women) is really so different from the ‘male’ approach. And if they are
different, this is probably because for most of history women have been pressurised
to occupy the spheres where the ‘care ethic’ seems more appropriate. We simply do
not know how women would have handled business and warfare, if they had had
the chance. Second, although superiority is usually claimed for the ethics of care,
this surely has to be argued for; it is not enough just to note that this is the way
women think.

So feminist thinking fails to lend much support to virtue ethics. There is also a
difficulty with virtue ethics that some adherents of other, ‘action-based’ theories
regard as fatal. This is that virtue ethics is trivial, in that it cannot specify any content
to the notion of virtue that other theories cannot also supply. Put simply, we want
to know how to identify the virtuous agent. Surely we can only say that the virtuous
agent is one who does the right things. But then, the right things would have to be
specified independently, perhaps in Kantian or utilitarian terms. Thus the contrast
between virtue ethics and other theories turns out to be illusory. The idea that virtue
ethics’ distinct contribution is in the emphasis on the sort of person I should be,
becomes trivial. Surely T should just be the sort of person who does the right things.
And no Kantian or utilitarian would disagree with that!

I think this objection shows that it is misguided to appeal to virtue ethics in order
to abolish ‘ought’ concepts in favour of ‘virtue’ concepts. But that is not the
complete end of virtue ethics. This approach can shed important light on what our
obligations are, by asking what states of character various actions (or omissions)
would show. This is perhaps brought out most clearly when we consider actions
that cause neither hurt nor harm to anyone, but which we might, intuitively, wish
to condemn. Consider someone who spits on graves when no one is looking. The
dead, let us assume here, are neither hurt nor harmed by this action, and no living
person is offended by it, since no one witnesses it. Yet there still seems to be
something wrong; a deliberately disrespectful act is performed, which manifests a
bad aspect of someone’s character.

More generally, considering the virtues can help shape our principles of action,
by bringing some explanatory simplicity to them. We might get a sense of the moral
shape of an action if we see in it a similarity to other acts whose moral complexion
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we already understand. This similarity is often captured by the use of virtue terms.
Thus we might want to say that what deception, cheating, stealing and fraud have
in common is that they are dishonest, and more generally unjust. Justice is the
bridging notion here. If T am wondering whether I can justify a certain course of
action, I have a better grip on the problem if T ask whether the behaviour is just,
kind or generous than if I vaguely ask whether it is ‘right’. Virtue concepts cannot
replace deontic ones (e.g. to do with rightness or obligation) but they can make
their use more intelligible.

But to repeat, whilst we should understand the differences of emphasis and indeed
normative content between these theories of ethics, we should avoid erecting artificial
distinctions. There are areas of life where each seems appropriate. Simon Blackburn
suggests that ‘these focuses of attention — duty, situations, and virtue — correspond,
respectively, to the ethics of police and lawcourts, the ethics of planning and
managing, and the ethics of educators and schoolteachers.”? Each has an important
role. The danger is in attempts to reduce all ethical insight to just one of these things.

TRUTH IN ETHICS

But maybe we have avoided discussing something rather important, up to this point.
Theories such as consequentialism crack themselves up to be superior and more
worthy to be believed and acted upon than their rivals. But in what way can these
claims be true, or warranted?

We are now in the realm of metaethics, which enquires into such things as the
nature of moral claims, their objectivity and meaning, and what distinguishes them
from other concerns. A perennially important topic, although formulated differently
at different times, is that of whether, or how, moral claims can be objectively true.
But of course, that very notion is obscure in the present context.

Some philosophers interpret the issue as one of whether there are moral facts. Is
there a ‘way things are’, morally speaking, independently of human opinions and
conventions? (and what does ‘independently’ amount to here?). Moral realism says
there is, that it is no more problematic to speak of moral facts than of any other
kind of fact (which is not to say that the idea of a ‘fact’, at least construed as an
entity, is without its difficulties). Various opponents of realism deny this. In theory,
an opponent of realism could be a nihilist, believing that morality is literally an
illusion and that there is no reason to have any moral concerns. Significantly, very
few philosophical opponents of moral realism actually take that view. They maintain
that morality should matter to us, that there are better and worse ways to live.
However, they try to understand these claims while eschewing the metaethical
doctrine of realism.
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Probably the most influential tradition supporting this view is Humean naturalism.
Hume was particularly concerned to attack the prevalent view that moral claims
were the deliverances of reason. Many theorists believed (and still do) that the moral
law is as much part of reality as the laws of nature, and that careful reflection will
lead us to discover objective reasons for action. One version of this approach is
found in natural law theory, which maintains that there are human goods - love,
friendship, work, etc. — that we have reason to pursue regardless of our actual
desires; that certain ends are ‘natural’ for us, and (some maintain) that these natural
ends are part of a benevolent and providential order. Hume, however, held that the
promptings of morality are not to be found in the domain of reason, that ‘morality
is properly felt than judg’d of’, that ‘reason is, and ought only to be, the slave of
the passions’.> He asks us to contemplate any action that we think of as vicious,
such as murder, and examine it closely to find the quality of vice. We will not find
it in the action, he maintains; all we will find there is various passions and motives
and physical movements. But when we look inwards, to our own reactions, we shall
find it. All that exists in nature are actions with purely natural properties, and our
subjective reactions to them. We ‘gild and stain’ the world with our reactions, and
come to think that we are reacting to objective moral properties. But all that is really
going on, to use a modern idiom, is a process of projection of our passions onto
the world.*

There is another important strand to the Humean critique of what is now called
moral realism. This is that morality is essentially practical — it is about what we
ought to do. But ‘reason alone’ can never motivate an action. It can tell us how to
achieve our ends, but it cannot give us those ends. For that, we need the ‘passions’.
The argument here points to the oddity of there being states of affairs, or facts, that
are intrinsically prescriptive. We form beliefs about facts, about the way things are,
but we form desires about what to do, or how things should be. For Humeans,
morality is squarely in the domain of desire; a moral conviction is not a cognitive
state that focuses on purely descriptive properties of the world.

Do these arguments finish off the claim that morality is ‘objective’, that there are
binding reasons for action that we cannot escape? We could distinguish the notion
of moral facts and that of objective prescriptions or reasons for action. Thus we
might say that although moral commitments always have an attitudinal and/or
motivational aspect, they still answer to genuine norms of correctness. This idea, it
seems, is similar to that of Kant, who although an objectivist is not so obviously a
moral realist. Utterances about what we ought to do are not to be identified with
factual statements, yet they still have their own kind of objectivity. In a roughly
similar vein, recent philosophers® have said that there are objective reasons for
action, and indeed that the doctrine of moral realism amounts essentially to this.
We act as if we recognise such reasons; the existence of severe pain, for example,
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might be held to generate a reason to act to alleviate the pain, not only for the person
suffering it but for anyone else in a position to help. Scepticism about such reasons,
as about the authority of morality generally, seems to fly in the face of our everyday
practice of evaluating and deliberating.

Morality is about what matters to us. It does not exhaust all that matters to us —
other things do too. But it concerns things that we care about, and this suggests that
whatever the affinities between desiring something and judging it to be good, there
is more to it than that. We don’t simply desire what we take to be good; we also
think we should desire it. Not that we always succeed in forming such desires: there
are some desires we have, although we wish we didn’t have them, and there are
some desires we don’t have, although we wish we did. We take issue with those who
disagree with us about moral issues. We form negative attitudes towards their
attitudes. This suggests that a casual moral relativism will not do, as we saw. But
does it show that we must think of morality as objective in any sense?

If we are looking for reasons for action that we must accept, on pain of being
shown to be irrational, then it is doubtful that morality has this status. This is not
to say we cannot reason about ethics — we clearly can and do. We can judge moral
claims to be inconsistent with other moral claims advanced by the same person. We
can detect logical errors, confused or incoherent concepts, factual errors, bias and
disguised self-interest. We can try to educate people’s imagination, so that they get
a better sense of the moral shape of a situation. We can analyse virtues and vices,
asking subtle questions about the nature of pride, envy, kindness or justice. We can
insist that moral claims are universalisable. What this doesn’t show, though, is that
the person who says ‘So what?’ when a moral consideration is invoked is being
literally irrational. Hume calls such a character the ‘sensible knave’, who reasons
well but just happens not to share the moral concerns that most other people
do. He fails to be moved in the way most of us are. Indeed, the modern term
‘psychopath’ captures something of the sensible knave, and there are such people.
They are neither insane nor necessarily unintelligent, but they lack the emotional
capacity for empathy with others, and have little or no conscience.

But if we can’t convict him of irrationality, should we worry that there is nothing
we can say against him at all, or indeed that his very existence shows the rest of us
to be in the grip of a chimera? This does not follow. We can quite reasonably say
that this character is vicious, uncaring, selfish, greedy and generally undesirable.
We can be committed to avoiding becoming like him. All this will follow from the
concerns we actually have, which cannot be indifferent to whether others share
those same concerns. We cannot derive relativism merely from our doubts about
the ultimate grounding of ethics in Reason. The concerns that we call moral, and
perhaps some others like aesthetic ones, are precisely those that generate second-
order concerns about whether our moral concerns are shared. If T prefer tomato
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soup to leek and potato soup, I am not bothered by your preference for the latter,
but if I morally object to imprisonment without trial, I cannot be indifferent to other
people’s acceptance of it.

So far so good, yet our worries are not over. For I want my objection to imprison-
ment without due process to be correct — to measure up, in some way, to an objective
standard. Can I make sense of my moral concerns if I don’t suppose that there is
such a standard? Humean naturalists tell a sophisticated story about the ultimate
incoherence of supposing that moral concerns can be supported by Reason (capital
R), and about why they need no such support. However, one doesn’t have to be
convinced by any existing attempt to produce such an account (and Kant’s is
one of the most popular) to worry about the implications of the lack of one. The
spectre of the nihilist appears in the corner of our moral vision, insinuating that
morality really is an illusion if there is no objective moral reality, and that we are
too cowardly and self-deceived to face up to this fact.

The problem may well be intractable. It is largely one of interpretation, of
understanding how to make sense of the idea of objective moral reality. Some people
find the idea perfectly simple, and given to us in our mundane moral experience.
We ‘see’ the wickedness of the act of ‘wilful murder’ mentioned by Hume, just by
experiencing our reaction to it. Perhaps our moral experience does not give us access
to a metaphysical reality — but then, why suppose that genuine moral reality has to
be metaphysical? It could be analogous to something empirically given, like colour
— an analogy that has indeed been defended by a few moral realists.® Others,
however, think that any realist notion of moral values must be problematic, perhaps
stressing the difficulty with the idea that practical motivation can be justified or
explained by a descriptive feature of reality. Those taking this view may, like
Blackburn, be content with it, seeing in it no threat to our first-order ethical
commitments. Others, like the present author, wish they could be convinced of this,
but are not so sure.

We have not (here) solved the problem of the ultimate ontological status of values,
but it is worth noting that the question should not be looked at in isolation from
other areas of philosophy where disputes about ‘realism’ versus ‘anti-realism’ arise
— for example, causation, time, substance and identity. When we have a clear
account of these issues, we may be in a better position to ask whether values are
part of the totality of all that exists, or whether they are after all something separate,
perhaps projections of human needs and desires. To look at ‘second-order’ issues
in ethics can only be part of a much wider philosophical enquiry. Fortunately, to be
able to reason about moral concepts and first-order, normative questions, this wider
expertise appears strictly optional.
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EXERCISES

"You say that abortion is wrong, but that’s only your point of view'. What is the speaker
driving at? How would you respond?

Compare and contrast self-interest and selfishness. Under what circumstances, if any,
will people who are exclusively self-interested enter into co-operation with others?
‘Utilitarianism should be rejected, because it makes excessive demands upon us. For
example, it tells well-off people to give away most of their money to the starving.” Do
you agree (a) that this is a correct account of what utilitarianism demands of us, and
(b) that if it is, then it should be rejected?

Does Kant show that immoral acts are irrational?

Does virtue ethics have anything true and important to say, that cannot be said by any
other theory?

Is there any reason for thinking that good moral philosophers are likely to be good
people?
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5
ANCIENT PHILOSOPHY

From Thales to Aristotle

Suzanne Stern-Gillet

INTRODUCTION

Anyone embarking on the study of philosophy can expect frequent encounters with
ancient thinkers. Socrates, Plato and Aristotle will become almost constant
companions. Epicurus, the Stoics, and Plotinus, too, will be met repeatedly, albeit
at more distant intervals. This, in itself, is a curious and crucial fact. Unlike
philosophy students, budding geographers and medical students, for instance, are
not expected to gain familiarity with the beginnings of their subject. In fact, amongst
traditional academic disciplines, philosophy appears to be the only one to be
centrally interested in its own past. As the example of respected practitioners in all
domains of philosophical research shows, philosophy includes, as an integral part
of itself, a reflection on its history. So much is this the case that the logician and
metaphysician A.N. Whitehead was not taken to be more than mildly paradoxical
when he famously described philosophy as ‘a set of footnotes to Plato’.!

There are several reasons why philosophy is, in this sense, reflexive: to list them
all here would be beyond the scope of this chapter. Yet two of these reasons are
worth spelling out since they bear directly on the study of ancient philosophy. At
the horizon of all thinking — theoretical as well as practical — are assumptions on
such large issues as the nature of reality, the origin and the reach of human
knowledge, and the best life for a human being to lead. These assumptions, which,
by definition, are not justifiable by appeal to principles more basic or better
grounded than themselves, all constitute answers to the most fundamental of all
philosophical questions. Yet, precisely because of their fundamental character, they
cannot be settled once and for all. To raise these questions anew, and to study the
ways in which past philosophers dealt with them is therefore part and parcel of the
philosophic life. Hence, those concerned to lead such a life, at whatever modest or
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high a level, will often find themselves turning to the writings of the giants of the
past, amongst whom Plato and Aristotle figure prominently.

A second, and related, reason for studying ancient thinkers is that they were the
pioneers who, in the West, charted the terrain of philosophy and produced its first,
large-scale map. To this day, theirs remains, in essentials, the core map, even though
later philosophers smoothed some of its rough outlines and drew more detailed
versions of it. Between the thinkers of the ancient world and us there is therefore
an (almost) uninterrupted tradition. We are their heirs. True, we are also indebted
to other systems of thought and traditions but the basic categories through which
we process our experience of the world, and the concepts in which we express our
philosophical thoughts, bear unmistakable marks of their ancient Greek parentage.

To become conscious of these marks and thereby to gain a sense of one’s
intellectual history is a by-product of the study of ancient philosophy. To obtain
maximum benefit from this study, however, one must be on one’s guard against
the dangers of misapprehension and over-simplification that are identified in the
following cautionary remarks.

The context

For almost all of us, the first encounters with philosophy are in our mother tongue
and the conceptual apparatus of our time. Often, when we are taken back in time,
it is to be encouraged to approach past thinkers from the vantage point of our own
time. This philosopher or that, we are told, first formulated this distinction,
bequeathed us that question, inaugurated this method, anticipated that theory.
Sometimes, the great figures of the past are reduced to a succession of mistakes and
misapprehensions, each engendered by the one that preceded it. The temptation,
therefore, is great for beginners to project present ways and preoccupations back
on to the past. Thus Heraclitus becomes the first exponent of dialectic. Plato and
Aristotle are presented as holding diametrically opposed views on the subject of
universals. Plato is classified as a rationalist, Aristotle becomes a forerunner
of empiricism. His ethics is interpreted as egoistic in outlook. As for Plotinus’
investigations into the nature of the individual soul, they are briskly pigeonholed
as introspective.

To the extent that they help beginners in making connections between the present
and the past of their discipline, such rapprochements, provided that they are kept
in their place, are helpful. Unfortunately, they are rarely kept in their place. From
mere teaching aids, they are allowed to harden into a methodology, which is aptly
described as a-historical. In this approach, time and place are almost irrelevant.
Philosophers separated by vast tracts of space and time are made to become partners
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in discussion. Parmenides is turned into a ur-Heideggerian, Plato into a feminist,
and Aristotle into an honorary analytic philosopher. Not only is this a-historical
approach distorting, it is also, in its extreme form, counter-productive. By stressing
the resemblances between philosophers at the expense of the very real differences
between them, this a-historical method undermines the very purpose of studying
the great figures of the past, which is to gain an insight in the history of one’s
discipline while stimulating fresh approaches and insights into philosophical issues
as currently perceived.

To learn the past and from it, we must let ancient thinkers speak to us in their
strangeness. We must not oversimplify them. We must understand that although the
problems that they first formulated, or inherited from their own predecessors, turned
into the perennial problems of philosophy, these problems had nonetheless an identity
of their own, stemming from the historical and cultural context in which they
arose. To this context the best clue is ancient Greek, the language in which most of
these philosophers wrote.? True, all seminal Greek texts are currently available in
translation. Most of these translations are sound enough. Yet, we must not delude
ourselves that reading, for instance, Plato in English is the same as reading him in
Greek. For Plato’s Greek was a living language and should be treated as such, not
as a code. Greek philosophers in general — including Aristotle, in spite of his
occasional partiality to jargon — mostly expressed their thoughts in the words of
everyday speech, which were also the words of the poets, the tragedians, the orators
and the historians of their time. These words, loaded as they were with diverse and
complex connotations, bore heavily on the philosophical thoughts which they served
to express. Even the best of translations cannot bring out the full semantic weight
of these words. As for the wealth of implicit allusions pressing behind the idioms,
the metaphors and the proverbs regularly used by ancient philosophers, they will
often elude translation. Translators, however deft and painstaking, are but inter-
preters who must render one word by another word with a different connotative
density, one idiomatic construction by another one which is not a perfect match
for it. A good translator is one who distorts and impoverishes less than other
translators.

This may seem a counsel of despair. Yet it is not. The fact that modern philo-
sophical debates are full of references to ancient thinkers is proof enough that their
writings do somehow survive translation. Even so, the inevitable limitations of
translation must be borne in mind. Greek-less readers of ancient texts should
therefore be encouraged to use more than one translation, and to acquaint
themselves, as far as they can, with the historical and literary context in which the
philosophies of the ancients were worked out.
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Scribes and scholars3

Cheap and plentiful though modern translations are, they are nonetheless the
outcome of a long and hazardous process of retrieval. Take the example of Plato’s
oeuvre which, in many respects, turned out to be a fortunate case since all of his
writings — as well as a few more whose authenticity is in doubt — have come down
to us in a generally uncorrupted form. Our oldest Plato manuscript, which dates
from AD 8935, happens to be a particularly fine example of calligraphy, executed on
parchment by John the Calligrapher for Arethas, bishop of Cesarea in Cappadocia
(see Figure 5.1). Yet it was made some twelve centuries after Plato’s death, twelve
centuries which include the Roman conquest of Athens and the rest of Greece, the
fall of Rome subsequent to the Barbarian invasions, and the subsequent so-called
dark ages. Unsurprisingly, this ninth century manuscript is itself a copy of an earlier
copy; it is, therefore, related to Plato’s own text through many intermediaries of
unknown reliability. Alexandrine learned editions (now lost*) notwithstanding, we
cannot expect the standards of critical edition in antiquity and the middle ages to
have been as exacting as they became after the development of textual criticism in
the nineteenth century. To assume that every word in our Oxford edition is directly
related to Plato’s own manuscripts would therefore be naive in the extreme. During
the middle-ages texts were copied and re-copied in longhand by monks, many of
whom were ignorant of Greek, not all of whom were intelligent, unbiased or, for
that matter, interested. Mistakes of various kinds crept in, omissions took place,
and amendments — not always judicious — were made. In turn, these manuscripts
(codices) were themselves copied; their assorted mistakes were mostly, although not
unfailingly, reproduced. On such families of manuscripts our modern editions of
Plato are based.

To gain an idea of the work undertaken by Plato’s modern editors, take a look
at the photographic reproduction of a page in John the Calligrapher’s manuscript
(Cratylus, 390c6-391d3), catalogued in the Bodleian Library as Clarkianus MS 39.
Note the absence of capital letters and punctuation signs. Observe the marginal
comment in a different hand. Scrutinise the interlinear addition: is it in the copyist’s
own hand? If, as seems almost certain, it is not, who inserted it and why? Does it
reflect the reading of another manuscript? If so, what do we know of that other
manuscript and its credentials? Lastly, bear in mind that some 170 manuscripts of
Plato are extant, probably going back to three different ‘ancestors’ or sources. Most
of these manuscripts are far less legible and reliable than the Clarkianus. Worse still,
they often present variants. In choosing which reading to adopt, editors are guided
by external (codicological) and internal (philosophical) evidence. The use of the
latter evidence presupposes not only a detailed knowledge of the Platonic corpus
as a whole — to judge which reading represents what Plato might have written
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Figure 5.1 A page from the Cratylus in the oldest Plato manuscript dating from ap 895
Source: The Bodleian Library, Oxford
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— but also considerable philosophical acumen - to select which reading best fits
a particular argument in its context. To take into account new findings and
methodologies, Plato’s writings are periodically re-edited. A new complete edition,
only one volume of which has so far appeared, is currently under way at the Oxford
University Press.’

Awareness of the role of scribes, scholars and editors in the retrieval and edition
of ancient Greek philosophical texts leads one to appreciate that any serious study
of ancient philosophy is of necessity exegetical rather than merely expository. It also
suffices to undermine the all too popular distinction between the ‘merely scholarly’
and the ‘more philosophically original’ approaches to ancient texts.

'The Greeks’

A phrase frequently encountered while dealing with ancient philosophy is ‘the
Greeks’. To those collectively designated by this phrase is ascribed a motley of
views, beliefs, and assumptions which are taken to distinguish the ancient Greeks
from other groups, most notably ourselves. While this blanket phrase is not exactly
inapposite, it betokens intellectual laziness and must be used sparingly. Let us
see why.

It is almost universally accepted that Thales, who was born in ¢.624 BC,® was
the first Greek philosopher. It is not generally disputed that the last of the pagan
Neoplatonists, lamblichus, who died in ¢.AD 325, was the last of the Greek philos-
ophers. Approximately 950 years of history separate these two dates. Translated
into modern terms, this is the gap that separates us from Peter Damian, an obscure
philosopher and theologian who was active in northern Italy in the middle of the
eleventh century, around the time of the battle of Hastings. Presumably, Peter
Damian’s contemporaries and successors up to the present day would have to be
labelled ‘the Europeans’. Would the motley of beliefs and attitudes arguably held
in common by the members of this class help to distinguish them collectively from
other groups? The vast extension of either class alone suffices to throw serious doubt
on their historical and exegetical usefulness.

Besides, not all ‘the Greeks” were Greek although they mostly wrote in Greek.
Several ancient philosophers came from Greek colonies on or off the coast of Asia
Minor (e.g. Thales and Heraclitus), from Sicily (e.g. Empedocles and the Sophist
Gorgias), from present-day Spain (Seneca), from Rome (e.g. Marcus Aurelius), from
Thrace (Democritus and Protagoras), from Alexandria (several Neoplatonists
including, probably, Plotinus), from Tyre in present-day Syria (Porphyry), etc. In
fact, the areas from which the philosophers lumped collectively as ‘the Greeks’ came,
covered practically the whole of the Western civilised world.
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If dispersion in space and time was not reason enough to dismiss the label, let it
further be pointed out that, in the dearth of easily available printed editions, such
temporal gap and geographical dispersion was more significant in antiquity than it
has since become. Public libraries, even when they were set up in the Hellenistic
period, were rare, and critical editions of texts, which were late in being undertaken,
were few and far between. Texts were manuscript on cumbersome papyrus rolls and
therefore likely to be comparatively rare. Opportunities for travel and the exchange
of ideas were less frequent and plentiful than they were to become in the middle
ages and later. The homogeneity of belief, customs and attitudes necessary to give
substance to the label ‘the Greeks’ was therefore lacking. The Stoic ideal of the
cosmic city was precisely an attempt to formulate a moral and political ideal that
did not presuppose such homogeneity.

By then, Greek philosophy was already some three centuries old. Let us now turn
to its beginnings.

THE PRESOCRATICS

It has become usual to group the early Greek philosophers under the umbrella
title of ‘the Presocratics’. Convenient though this label is, it is important to realise
that it is not historically innocent. To begin with, as Hegel is reputed to have warned
his students, ‘Do not forget that the Presocratics did not know that they were
the Presocratics’.” So to lump together the early Greek thinkers is to embrace
them in a category that they themselves could neither have chosen nor recognised.
It is to view them mainly as precursors — for what they started — rather than as
achievers in their own right. In fact, the thinkers so designated form a heterogeneous
group covering a period of some two centuries and comprising the following main
figures: the Milesians (Thales, Anaximander, Anaximenes), Xenophanes, Heraclitus,
the Pythagoreans, the Eleatics (Parmenides, Zeno and Melissus), Empedocles,
Anaxagoras, and the Atomists (Leucippus and Democritus). Let it lastly be noted
that the label is not, strictly speaking, accurate in so far that not all the Presocratics
were born before Socrates. Democritus, who was born in 460 BC, was younger than
Socrates by some ten years, and some of the older Sophists, who were active a full
generation before Socrates, are not unfailingly included among the Presocratics.
To the historian of philosophy the Presocratics present a particularly knotty
problem in so far as they are known only through the good offices of later ancient
writers who either quoted them directly or made reference to their views. Following
Hermann Diels, the German scholar who, in 1903, produced the first critical edition
of extant sources for the Presocratic philosophers, the former are called fragmenta,
the latter testimonia.® Ancient sources for our knowledge of the Presocratics
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fall into three categories: philosophers engaged in working out their own system
(e.g. Aristotle in the fourth century BC), philosophers for whom the sole form of
philosophical activity was to write commentaries on the great philosophical works
of the past (e.g. Simplicius in the sixth century AD), and doxographers, i.e. writers
who were content merely to record, as they saw them, the lives and the views of
past philosophers (e.g. Diogenes Laertius in the third century AD). How reliable are
these various accounts? Are doxographers, who have no philosophical axe to grind,
likely to be more objective than philosophers of either group, who are committed
to a particular system? Not really. Great thinkers often elude the powers of under-
standing of their more literal-minded chroniclers; Diogenes Laertius, for instance,
often flattens out the systems that he purports to describe. Besides, the doctrinal
biases of philosophers can generally be inferred from their own works. Once
these biases are identified, their capacity to mislead decreases. Aristotle, who
presents his predecessors as his precursors and explicitly ascribes their ‘errors’ to
an imperfect grasp of principles that he himself would be the first to formulate, is
a case in point. His very openness in the matter often enables us to divest the
arguments of his predecessors from the Aristotelian garb in which he clothes them.

Although the critical examination of several different sources constitutes the very
basis of any serious study of the Presocratics, constraints of space force us to be
highly selective. The brief account of Presocratic philosophies offered below is heavily
reliant on a critical reading of the testimonies of Aristotle and his pupil Theophrastus.
The volume and relative quality of their testimonies, as well as the philosophical
importance of the Peripatetic school in general, have guided this decision.

When, in search of ancestors, Aristotle turned back in time, he identified Thales
the Milesian as the first to have ‘philosophised about reality’.? In this judgement,
posterity has largely concurred, even if what Aristotle called ‘philosophising about
reality’ then included also investigations which would nowadays be described as
‘scientific’. The boundaries between academic disciplines were long in being drawn,
and the further back in time we go the hazier they become. Unsurprisingly, therefore,
the first Greek philosophers were also the first Greek scientists. Thus Thales is
reputed to have predicted the solar eclipse of 584 BC and to have been able to
calculate the height of pyramids and the distance of ships at sea. Likewise, his
younger Milesian contemporary, Anaximander, is credited with drawing the first
map of the earth, and inventing the gnomon (a vertical rod which, when inserted
into the ground, projects a shadow which can be used to calculate the time of day).

Great as they were, the ‘scientific’ achievements of the Milesians are yet surpassed
by their ‘philosophical’ significance. First in our tradition, they sought to explain
nature by nature. Earlier cosmogonies, of which Hesiod’s Theogony is the best
example, had mostly relied on supra-natural factors, i.e. the capricious motives and
intentions of anthropologically conceived individual deities, to account for the
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universe, its origin and diverse aspects. By contrast, if we believe Aristotle, the
explanations of the Milesian thinkers mostly rely on general principles and are
supported by arguments and empirical considerations. For these reasons they have
a claim to being called theories.

Consider Thales (c.624-546 BC). Unfortunately, from an exegetical point of view,
his is a particularly difficult case since it is unlikely that he wrote anything, or that,
if he did, his work was still extant in Aristotle’s day. Yet, for whatever knowledge
we possess of Thales’ philosophy we rely almost entirely on the account that Aristotle
gave of it approximately two centuries after Thales’ death. The testimony is
extracted from the first book of the Metaphysics, a text that has a claim to being
the first history of philosophy:

Most of the first philosophers thought that principles in the form of matter were
the only principles of all things; for the original source of all existing things,
that from which a thing first comes-into-being and into which it is finally
destroyed, the substance persisting but changing in its qualities, this they declare
is the element and first principle of existing things, and for this reason they
consider that there is no absolute coming-to-be or passing away, on the ground
that such a nature is always preserved . .. for there must be some natural
substance, either one or more than one, from which the other things come-into-
being, while it is preserved. Over the number, however, and the form of this
kind of principle they do not all agree; but Thales, the founder of this type of
philosophy, says that it is water (and therefore declared that the earth is on
water), perhaps taking this supposition from seeing the nurture of all things to
be moist, and the warm itself coming-to-be from this and living by this (that
from which they come-to-be being the principle of all things) — taking the
supposition both from this and from the seeds of all things having a moist
nature, water being the natural principle of moist things.

(Metaphysics, 1 3, 983b6-25, DK 11A12)

To yield useful information on Thales, this passage must first be scrutinised
for signs of Aristotelianism. Let us note that the key technical concepts in it, i.e.
substrate, substance, quality, and element are all Aristotelian.!® In fact, the system
here ascribed to Thales appears to be, from a structural point of view, a crude
version of Aristotle’s own; both the origin and the essence of the Milesian’s physical
universe are explained by means of a principle conceived as a material substratum
that persists through the various changes brought about by the acquisition and the
loss of properties. In other words, Thales’ ‘substratum’ prefigures Aristotle’s material
cause, and is analysed in terms of the Aristotelian distinction between substance
and accidents.
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If we peel off these Aristotelian accretions, what does this passage tell us about
its subject? It tells us that Thales thought that all existing things originate in a single
material element which he identified as water or, perhaps more accurately, the moist.
It traces this view to likely empirical observations, and also links it with Thales’
description of the earth as floating on water.!! This information is as likely to be
accurate as any conveyed by one philosopher about another. Unfortunately, the rest
of the passage may not be so reliable. Did Thales, as Aristotle claims, conceive of
the moist, not only as the origin of all things perishable, but also as their ultimate
constituent or substrate as well as their final destination? At this point, we must
bear in mind that Aristotle may have projected his own theoretical framework
onto Thales’ system, with which, in any case, he was not directly acquainted.
Unfortunately, we cannot be sure to what extent he re-interpreted Thales. Yet the
matter is important. Indeed, if Thales thought of water as merely the originative
stuff of the universe, then his monism is only a monism of origins: water mostly
transforms itself into the other substances, solid and gaseous, of which our universe
is formed, and, in the process, ceases to be water. But if, on the other hand, Thales
thought of water as the persisting substratum of the universe, then his monism is
all-embracing: as long as it lasts, the physical universe remains what it was first
made of, i.e. water. This second, Aristotelian, interpretation lands Thales with a
serious problem. How could fire, for instance, be generated from its opposite, i.e.
water? How can the universe, which he describes as liquid, acquire solid or gaseous
properties without ceasing to correspond to the description he had given of it?
Unfortunately, in the absence of any substantial testimonia independent from
Aristotle’s, we are unlikely ever to know the extent of Thales” monism.

Frustrating though this conclusion is, it need not prevent us from appreciating
Thales’ singular genius. He was the first Western thinker to rely on empirical,
natural, considerations to explain nature, and he effected the leap from these to
speculation and theory. If Aristotle’s report is wholly accurate, Thales is also to be
credited for bringing the distinction between appearance and reality to bear on
cosmological and philosophical speculation, when he claimed that although natural
objects may appear solid (stars, stones and bodies) or gaseous (air and steam), they
are, in fact, water under another name — or water modified. The fact that this move
may have introduced a fatal incoherence into his system does not entirely detract
from Thales’” merit for making it.

It is likely that Anaximander (c.610-545 BC), the second of the Milesians,
introduced the concept of apeiron (literally: the limitless) to avoid the problems
involved in explaining the generation of the universe from a single definite substance.
In Simplicius’ report, written some eleven centuries later:

Anaximander, son of Praxiades, a Milesian, the successor and pupil of Thales,
said that the principle and element of existing things was the apeiron, being the
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first to introduce this name of the material principle. He says that it is neither
water nor any of the so-called elements, but some other apeiron nature, from
which come into being all the heavens and the worlds in them. And the source
of coming-to-be for existing things is that into which destruction, too, happens
according to necessity; for they pay penalty and retribution to each other for
their injustice according to the assessment of Time, as he describes it in these
rather poetical terms.

(In Phys., 24, 13; DK 12A9, my italics)

The Aristotelian veneer of this testimony, manifest in the anachronistic reference to
a material principle and the ‘so-called elements’, is due to the fact that Simplicius’
account closely follows that of Theophrastus, who was Aristotle’s disciple. Yet, the
mention of Anaximander’s poetical style gives us confidence that the italicised part
of the above quotation is likely to be Anaximander’s own.

What more does this particular fragment reveal of Anaximander’s thought? It
tells us that, in his view, our world originates in some stuff which he called the
apeiron and which he (most probably) conceived as material even though not as a
single definite thing, such as water. A reservoir of virtualities, the apeiron also
receives the outcome of the destruction and disintegration of the things which had
first originated from it. Movement from the apeiron, as well as to it, is governed
by a law which Anaximander conceived in evaluative and compensatory terms.
From these points, it would appear to follow that the apeiron is eternal and that it
generates a plurality of worlds, either successive or co-existent. On the internal
composition of the apeiron, on the other hand, the fragment is not very informative.
From the fact that it is described as neither one definite thing or quality nor another,
it is not unreasonable to infer that it was qualitatively undifferentiated. This,
however, does not explain what needs explaining, i.e. how definite substances and
qualities came to emerge from such undifferentiated origin. Unsurprisingly, scholarly
hypotheses, ancient and modern, abound to fill this gap in our knowledge of
Anaximander’s system.

If Anaximander’s cosmogony is likely to remain an enigma, his reason for
postulating the existence of an apeiron is clear — at least, if we can believe Aristotle:

there . . . cannot be one simple infinite (apeiron) body, and this is so not only
if, as some say, it is an extra body over and above the elements, which acts as
the source of the elements, but also on a more straightforward view. Those who
suggest that the infinite (apeiron) is not air or water, but this extra body, do so
because they want to avoid everything else being destroyed by an infinite
element. The point is that the elements are related by mutual opposition (air is
cold, for instance, while water is moist and fire is hot), and so if any one of them

132



ANCIENT PHILOSOPHY

were infinite, the others would have been destroyed by now. So in fact, they say,
there is this extra body which is the source of the elements.

(Physics, III 5, 204b22-29, trans. R. Waterfield)

If Aristotle is right, then the apeiron was postulated, at least in part, to account for
what Thales had failed to render intelligible, i.e. the ever-changing diversity of our
world. The apeiron, not being one definite substance but a qualitatively mixed
reservoir, enabled Anaximander to explain the formation of the world and the
composite nature of the things in it. It also accounts for its continuing existence or,
at least, for the formation of others like it. On the assumption that Aristotle’s report
is accurate, one may also hazard the guess that the reasoning that led Anaximander
to postulate the apeiron was an early form of what later became known as trans-
cendental deduction, i.e. the deduction of what must be the case for what is the case
to be the case.

Heraclitus (¢.540-480 BC) is a transitional figure in the succession of Presocratic
philosophies. His description of the cosmos as an eternal fire links him to the
Milesians. Yet his concept of logos is evidence of a novel approach to the problem
of identifying a unitary principle to account for the ever-changing multiplicity of
appearances. Although a relatively large proportion of his writings have survived
(some 120 fragments), he is not an easy philosopher to interpret. Not caring to be
understood by the many, he wrote obscurely and, at times, incoherently.

Heraclitus is known mainly as the proponent of the doctrine of flux. Here is
Plato’s vivid, but perhaps not fully reliable, summary of it in the Cratylus:

Heraclitus somewhere says that all things are in process and nothing stays still,
and likening existing things to the stream of a river he says that you would not
step twice into the same river.

(402a8-10; DK 22A6)

The continuous flowing motion of the river is plain for all to see, but what of
diamonds and temples? Are they a-flowing too? From the above fragment we infer
that Heraclitus thought that they, too, like everything else in our surroundings,
change constantly. This view, which interprets objects as successions of events,
would appear to fly in the face of common sense. Did Heraclitus mean to challenge
sense perception? To account for both the reality of continuous change and the
appearance of permanence, Heraclitus evolved theoretical tools which later proved
influential. Chief amongst these are strife as a dynamic principle and the unity of
opposites.

“War’, he wrote, ‘is the father of all and king of all’ (DK 22B53). Fathers beget
and kings, at least in Heraclitus’ time and in principle, rule. In this characteristically
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paradoxical aphorism, Heraclitus tells us that without the permanent dominance
of strife in our universe, nothing would come to be and chaos would prevail. His
concept of cosmic fire provides an illustration of this principle. Ever-moving fire,
which needs air to burn its fuel and which yields smoke and ash, is the basic, though
not the only, constituent of the universe. Eternal yet unable to consume all, presum-
ably because of the presence and opposite action of the sea, fire goes out and is
kindled ‘in measures’ (DK 22B30), i.e. in a proportionate and harmonious fashion.
It becomes earth and earth becomes water; water, in turn, through a process of
evaporation and under the action of the sun, turns into fire. This tension between
the cosmic elements explains the appearance of permanence in some aspects of our
universe, and ensures its continuing existence.

Heraclitus most probably accounted for the measured transformation of the
elements into one another in terms of his principle of the inseparability of opposites.
As he wrote, ‘as the same thing there exists in us living and dead and the waking
and the sleeping and young and old; for these things having changed round are
those, and those having changed round are these’ (DK 22B88). In this particular
case what makes the opposites one is that they are mutually dependent and succeed
each other in time. But the principle is protean. It also signifies that one and the
same thing can be described or evaluated in opposite ways; ‘the path up and down
is one and the same’ (DK 22A60) and ‘Sea is the most pure and the most polluted
water; for fishes it is drinkable and salutary, but for men it is undrinkable and
deleterious’ (DK 22B61).

Heraclitus did not expect to be understood. The constant flux, the antagonism
and unity of the forces at work in the universe, he professed, remain hidden from
all but the most penetrating reflection. From such reflection, humans, as a rule, shy
away. They never learn the order of nature, which he famously called logos:

Of the Logos which is as I describe it men always prove to be uncomprehending,
both before they have heard it and when once they have heard it. For although
all things happen according to this Logos men are like people of no experience,
even when they experience such words and deeds as I explain, when I distinguish
each thing according to its constitution and declare how it is; but the rest of
them fail to notice what they do after they wake up just as they forget what
they do when asleep.

(DK 22B1)

From Heraclitus’ description we infer that the logos is a universal law or principle
which steers and governs all things. In so far as it is abstract, it is akin to what will
later be called a law of nature. Yet in so far as it is occasionally identified with fire,
the logos is also likely to have been, in Heraclitus’ viewpoint, a concrete constituent
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of the universe. To object that the two conceptions are incompatible would be
anachronistic since the history of science shows that the notion of a law of nature,
which binds necessarily, was long in emerging.

If Heraclitus cared little about common sense Parmenides (¢.515-450? BC) cared
even less. His ruthless application of the as yet uncodified principles of logic,'? and
his lasting effect on ancient philosophers, from Plato to Plotinus, make him the
central figure in Presocratic thought. In a long poem, some 130 lines of which
survive thanks to Simplicius, he has a goddess instruct a young man in ‘the unshaken
.. . heart of well-rounded truth’, and discourage him from following the ‘opinions
of mortals’ (DK 28B1). Of the former, the goddess states that ‘[it] is’ and that ‘it is
impossible for [it] not to be’; of the object of the latter she states that ‘[it] is not’
and ‘it is needful that [it] not be’ (DK 28B2).13

The first and major difficulty in the interpretation of these lines concerns the sense
in which the verb ‘to be’ is used. Does the goddess mean to say that true enquiry
must focus on (a) that which exists (existential use) of necessity or on (b) that which
must bear at least one predicate (predicative use) or on (c) that which states what
is the case (veridical use) of necessity? These interpretations, taken singly or in
combination, have been debated at length. Briefly stated, my own view is that the
‘existential’ interpretation best fits DK 28B2 above while the ‘predicative’ inter-
pretation is needed to make sense of DK 28B8, lines 3—4, in which ‘what is’ is
described by means of the predicates ‘uncreated’, ‘imperishable’, ‘whole’, ‘motion-
less’, and ‘perfect’. The veridical interpretation is the weakest of all: not only does
it make DK 28B2 tautological but it also ascribes to Parmenides the view that the
object of enquiry is of a propositional nature. Yet, this is invalidated by the goddess’
assertion, in DK 28B6, line 1, that ‘what is there to be said and thought must needs
be’. If, as emphatically stated in this line, the order of thought is none other than
the order of being, then thought, knowledge and discourse can have no other
intentional object than what ‘is’, in Parmenides’ austere understanding of being.
For the above reasons, therefore, it seems best to assume that Parmenides’ use of
the verb ‘to be’, like our own, is at times existential and, at other times, predicative.'*

Even this minimalist account of fragment DK 28B2 and of the difficulties involved
in its interpretation suffices to show that Parmenides took a radical position on what
was to remain a central philosophical problem, i.e. the relationship between language
and reality. Holding that only the real can be the object of thought and discourse,
he bequeathed us the problem of reference. Indeed, on his view, how can we speak
of what is not, for instance the golden mountain (not to mention the present king of
France)? Does the golden mountain not have to exist in order for us to utter truths
about it, saying, for example, that it is not silver or that it does not exist? While it
would be anachronistic to think that Parmenides considered this problem as such,
it is certain that he meant to rule out as unintelligible all speech on ‘what is not’.
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As for ordinary descriptions of the world of sense, Parmenides placed no reliance
on them. Things in this world are subject to generation and destruction, they
move in space and, in the course of time, acquire and lose properties; the table, for
example, which used to be smooth and clear, is now scratched and stained, and
Socrates, once fresh-faced, has become wrinkled. Probably because Parmenides
did not distinguish between the being of things to which properties are attached
(the table, Socrates) and the being of properties (being scratched or wrinkled) —
or between the ‘is’ of existence and that of predication — he concluded that the
concrete particulars of our world have no ontological density. Like events, they
lack permanence and fall short of the criteria of being. Being unreal, they cannot
but be ‘unthought and nameless’ (DK 28B8, line 17) although the ‘undiscriminating
hordes’, who foolishly trust sense perception, vainly attempt to think and to
name them.

According to Parmenides, there is thus only one object of thought, namely ‘what
is’. “What is’ is whole, continuous and immobile. There is nothing outside it, not
even the void.

Parmenides’ ruthless logic and stark ontology brought ancient Greek philosophy
to a point of no return. Material monism was no longer an option. Subsequent
thinkers would have to question his premises, redefine his terms of reference, or
embark on an altogether different path of philosophical enquiry. Let us first briefly
turn to the atomists’ attempt to reconcile Parmenides’ conception of being with the
testimony of our senses. In a remarkably economical system, revolving around
the notions of atom (in its original meaning of ‘the unsplittable’), void, infinite, and
motion, Democritus (c.460-3835), the best known and the most prolific of the
atomists, sought to deal with fundamental questions of ontology, cosmology,
philosophy of mind, epistemology, and ethics.

Atoms are the basic constituents of the universe; material yet physically indivisible,
indestructible and imperceptible, all made of the same stuff and varying only in
shape and size, atoms in their infinite number move eternally and in all directions
in the infinite void. So moving, they collide. Through such contingencies as vicinity
and congruence in shape they conglomerate for a time before dissociating under the
impact of other moving atoms. From such temporary entanglements of atoms,
worlds and their furnishings originate. Being uncreated, imperishable and unalter-
able, atoms meet some of Parmenides’ rigorous ontological requirements while the
void fulfils the dual function of making them discrete and enabling them to move.
The void is thus a crucial feature in the atomists’ system since it accounts for the
fact that elements, which are individually invisible and indestructible, nevertheless
come to form perceptible conglomerates of varying stability and duration. Whether
Parmenides would have countenanced such an ad hoc and paradoxical notion as
the atomist void is highly doubtful. Aristotle, who had reasons of his own for not
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believing in the void, denied any causal agency to the atomist void'® and noted the
paradox built in the very notion:

Leucippus and his associate Democritus hold that the elements are the full and
the void; they call them what is and what is not respectively. What is is full
and solid, what is not is void and rare. Since the void exists no less than body,
it follows that what is not exists no less than what is. The two together are the
material causes of existing things.

(Metaphysics, 14, 985b4-10; DK 67A6)

The atomist universe is thoroughly materialistic. Souls, Democritus maintained,
are made of light and spherical atoms which are distributed throughout the body.
Perception, from which the mind takes its evidence, occurs through direct contact
between the sense organs and the thin pellicles which are emitted by individual con-
glomerates of atoms. Even traditional deities are re-interpreted as atomic compounds.
Crude as it may strike us, the atomists’ brand of materialism turned out to be
surprisingly successful. It furnished Epicurus and his followers with their basic physics
and metaphysics. It resurfaced in the seventeenth century in the writings of Gassendi
and, in a considerably modified and amended form, in modern atomic theory.

THE SOPHISTS

If the atomists tried to meet Parmenides’ challenge on its own terms, the Sophists
by-passed it by abandoning metaphysical speculation and turning instead to the
consideration of moral and social problems. In this they were encouraged by
political circumstances. In the second half of the fifth century BC, Athens, which
became the centre of the Sophistic movement, was a direct democracy. Every
citizen'® had the right to vote in the assembly, and the assembly was sovereign in
most matters, including the election to many of the offices of the state. Political
success, therefore, depended on the ability to speak persuasively and pleasingly to
a less than well educated crowd. Skilful public speaking was also vitally important
to those who had to appear in the law courts since there were no lawyers in Athens
and litigants had to present their own case. The Sophists, who specialised in the
teaching of oratory and rhetoric, and boasted that they could ‘make the weaker
argument the stronger’, were sought after and could command high fees. This,
paradoxically, proved to be their undoing. To this day the word ‘sophistry’, although
it derives from sophos (wise), remains a by-word for deceitful speech and captious
argument. Yet, as will be shown below, the Sophists do not quite deserve their poor
reputation. But let us first understand how they came to acquire it.
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Plato is largely responsible for the Sophists’ bad name. In several dialogues he
has Socrates castigate the cupidity and insincerity of the Sophists, and show the
vanity of their claim to wisdom. Sophistry itself, he defined as ‘the art of contra-
diction making, descended from an insincere kind of conceited mimicry, of the
semblance-making breed’ (Sophist, 268c8-9). Aristotle, to whom he had passed
this prejudice, wrote, more pithily, that ‘sophistic is what appears to be philosophy
but is not’ (Metaphysics, IV 3, 1004b26). The combined authority of the two
philosophers led their successors, immediate and distant, to neglect the writings of
the Sophists. As a consequence, few of their writings have survived, and we have
to rely on Plato’s dialogues for our knowledge of them. Paradoxically, the Sophists
as individuals come alive in this inimical context. Some are odious: Thrasymachus,
for instance, is likely forever to remain in our minds the bumptious and confused
young man who challenges Socrates in the first book of the Republic. Others, such
as Protagoras, in Plato’s eponymous dialogue, elicit our sympathy, if not our
admiration, for their equanimity in withstanding Socrates’ bullying argumentation.
In only one case, that of Antiphon, do we possess substantial fragments.

The major figure in the Sophistic movement was Protagoras. The first serious
relativist in the history of Western philosophy, he claimed that ‘a man is the measure
of all things — of those which are, that they are, and of those which are not, that they
are not’.!'” As quoted in the context of Plato’s Theaetetus, this somewhat mysterious
sentence means that properties such as heat and cold, largeness and smallness, do
not inhere in objects but arise from the encounter between percipient and object
at the time of perception.'® In this relativistic outlook, each thing is as it appears
to each of us, there is no reality other than phenomenal reality, perception is
knowledge, and truth is relative. Be it noted, however, that Protagoras’ relativism
did not extend to ethics and politics. As reported, again by Plato, Protagoras held
that human beings are protected from the rigours of the state of nature by an innate
moral sense, which it behoves educators and lawgivers to preserve, or to restore
whenever it has been overshadowed by other innate drives.”

Protagoras’ successors tended to be more radical than he had been. They opposed
nature (phusis) to law (nomos) and, in so doing, brought relativism to matters of
law and morality. Although different interpretations were given of this famous
dichotomy, only the most famous can here be dealt with. Existing laws and moral
rules, claimed Callicles, Thrasymachus and Antiphon, are not grounded in nature
but are artificially and variously grafted on to it. Mere products of convention or
custom,?’ they differ from age to age and from country to country. Justice, for
instance, in the words of Antiphon, is but ‘a matter of not transgressing what the
laws prescribe in whatever city you are a citizen of’. Since there was then a consid-
erable semantic overlap between the concepts of justice and morality, Antiphon’s
line can be interpreted as a statement of ethical relativism and hence as a challenge
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to the very existence of ethics. Indeed, if morality is merely a matter of convention,
there can be no moral truths and, therefore, no objective moral standards. So to
construe Antiphon’s meaning, however, would be an over-simplification, just as it
is an anachronism to attempt to map Hume’s law (‘no ought from and is’) on to
the phusis and nomos opposition. The following extract from Callicles’ speech in
Plato’s Gorgias shows us why this is so:

I believe that the people who institute our laws are the weak and the many.
They do this, and they assign praise and blame with themselves and their own
advantage in mind. They’re afraid of the more powerful among men, the ones
who are capable of having a greater share, and so they say that getting more
than one’s share is ‘shameful’ and ‘unjust’, and that doing what’s unjust is trying
to get more than one’s share . . . I believe that nature itself reveals that it’s a just
thing for the better man and the more capable man to have a greater share than
the worse man and the less capable man. Nature shows . . . that the superior
rule the inferior and have a greater share than they . . . I believe that these men
[great conquerors such as the Persian king Xerxes] do these things in accordance
with . . . the law of nature, and presumably not with the one we institute.
(Gorgias, 483b4—e4, trans. D.J. Zeyl, my italics)

Note the presence, in these lines, of two concepts of nomos or morality. One
morality is a man-made institution, contrived by the weak to protect themselves by
robbing the strong of their natural advantages. Being an artificial construct, this
morality can take various forms, and its rules are relative to time and place. The
prudent person would be well advised, therefore, hypocritically to comply with
these rules whenever they cannot be transgressed with impunity. The values of the
other morality, by contrast, are part and parcel of the fabric of the universe.
Although they can temporarily be obscured by the impostrous rules of human
device, they nevertheless are universal in the sense of applying to all of nature, and
of being immune to spatial and temporal variations. Callicles’ distinction between
two concepts of nomos or morality is thus heavily polarised: morality as a human
construct is, in his view, spurious because it reverses the order of nature in which
alone values are securely grounded. Hence, if he is a relativist and an immoralist,
it is only with reference to the first concept of morality. What he seeks to subvert
is only an invented morality masquerading as the real thing, and his motive for
subverting it is to allow the true morality or ‘law of nature’ to shine forth. Once it
is realised that Callicles operates with two concepts of morality, it further becomes
obvious that his dichotomy between phusis and nomos in no way prefigures Hume’s
distinction between description and prescription. A better match for the sophistic
concept of phusis would be ethical naturalism. Nietzsche’s contrast, in The

139



SUZANNE STERN-GILLET

Genealogy of Morals, between the ‘slave’ and the ‘master’ morality is, of course,
taken over from Callicles’ speech in Plato’s Gorgias.

SOCRATES

Close to the Sophists is the enigmatic figure of Socrates (469-399 BC). Forever
locked with them in argument, he was yet not above borrowing their debating
techniques. One of the most influential thinkers of all times, he yet advertised his
ignorance to all and sundry. Ugly, seedy, and penniless, he yet fascinated the
handsomest youths in Athens. The central character in the writings of others, he
yet continues to generate exegetical controversies. A recognised master of irony, he
yet eludes the earnest attempts of scholars to specify the nature of his irony. A martyr
to his own cause, he conducted himself during his trial as if he had a death wish.
He was Plato’s master and became his mouthpiece. And therein lies the problem:
Plato, in the course of a writing career spanning over fifty years, gave us different
portraits of Socrates. First came the Apology, written shortly after Socrates’
condemnation to death by an Athenian jury on charges of irreligion and corruption
of the young. In this short piece, which takes the form of a narrative of self-
vindication, Plato’s Socrates justifies his way of life as a response to what he
describes as a religious calling. A friend of his, he reports, had gone to Apollo’s
temple in Delphi to enquire whether there was anyone wiser than Socrates. The god
had replied that there was no one. This puzzled Socrates who went on to interview
those in Athens with a claim to wisdom and knowledge. The exercise proved
disappointing: all fancied themselves wise but were all in fact ignorant and foolish.
Apollo’s meaning then became clear to Socrates: his own wisdom lay in the fact
that, unlike others, he knew that he knew nothing. Making light of his own growing
unpopularity, especially with the old and the staid, Socrates interpreted the god’s
pronouncement as the conferment of a mission. He was to help the god by helping
others to know themselves. This, he did by questioning them on their beliefs, usually
regarding the nature of individual virtues. From the evidence of Plato’s early dialogues
— the so-called dialogues of definition (e.g. Laches, Charmides, Euthyphro) — it
seems that Socrates’ questioning was often so probing and pressing as to resemble
a cross-examination followed by a refutation (elenichus). As each dialogue unfolds,
Socrates’ interlocutors find themselves progressively embarrassed, enmeshed, and
trapped, before finally being driven to self-confutation, by Socrates’ relentless search
into the nature of their beliefs. While being induced to take the measure of
their own ignorance or inconsistency, they are encouraged, in Socrates’ estimation,
to lead better lives since, as he held, ‘the unexamined life is not worth living’
(38a5-6). So closely did the Socrates of Plato’s early dialogues relate intellectual
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and moral qualities that he later came to hold, most paradoxically, that no one
does wrong knowingly (Protagoras, 357d-58d). Knowledge of one’s own long-term
self-interest (defined in terms of pleasure, happiness or good), he held, is sufficient
motivation for refraining from doing what could jeopardise the achievement of
that (paramount) end. To those who would object that the pursuit of one’s own
enlightened self-interest is not the same as the moral life, it can be retorted that
Socrates, as Plato and Aristotle after him, construes self-interest so widely as to
include the care of one’s soul in general and one’s reason in particular. As he had
argued in the Apology, to harm others is ultimately to harm oneself. Socrates’
idiosyncratic views on moral motivation led him famously to deny the very existence
of weakness of the will (akrasia). The discussion generated by this denial continues
to this day.

In Plato’s writings this Socrates progressively gives way to a philosopher with
definite views of his own. No longer content to investigate the nature of individual
virtues, he has become interested in substantive moral issues such as the best way
to live (Gorgias) and the constitution of the ideal state (Republic). More significantly
even, he now addresses questions of metaphysics, epistemology and philosophical
psychology. He discourses on the Forms (Phaedo, Symposium and Republic),
distinguishes knowledge from belief (Theaetetus), outlines the structure of the soul
(Phaedrus), and explains how the sensible world is related to the Forms (Phaedo
and Republic). The likelihood is that this Socrates is mostly Plato’s alias. In Plato’s
late dialogues, we encounter yet another Socrates. Diminished in intellectual
stature,?! this Socrates is given the persona of a young man, a philosopher’s
apprentice. This is appropriate symbolism since he is now at the receiving end
of the arguments of others: Parmenides refutes him on participation (Parmenides),
and the Eleatic Stranger, a philosopher in the Parmenidean tradition, shows him
that there are two kinds of non-being (Sophist). In the Laws, Plato’s last work,
Socrates does not appear at all. So, we are led to ask, ‘who was the historical
Socrates?’ Which of the views variously ascribed to him by Plato did he really hold?
There is no reason to dissent from the long-held scholarly opinion that Plato’s early
works, especially the Apology, give us as good a likeness of Socrates as we can hope
for. As Plato developed his own system, which he chose to communicate through
the medium of the dialogue, it is likely that Socrates the literary fiction came
progressively to overshadow the historical Socrates.

This leaves us with two interconnected problems. Where does Socrates’
philosophy end and where does Plato’s begin? In what way and to what extent did
the master influence the disciple? For an answer to these questions, we could do
worse than trust the testimony of someone who, though he can never have known
Socrates in person, had a twenty-year long acquaintance with Plato and his works.
Aristotle wrote:
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two things may be fairly ascribed to Socrates — inductive arguments and universal
definition . . . —but Socrates did not make the universals or the definitions exist
apart; they [the Platonists], however, gave them separate existence, and this was
the kind of thing they called Ideas.

(Metaphysics., M 4, 1078b 27-32, trans. D. Ross)

If we bear in mind Aristotle’s tendency to present the theories of his predecessors
in his own terms (italicised above), these lines, and the whole passage from which
they are extracted, give us a plausible account of Plato’s philosophical debt to
Socrates. The Socratic elenchus is based on the assumption that the various
idiomatic uses of any given concept can be accounted for by means of a general
definition of that concept. In Socrates’ view — I here supplement Aristotle’s account
— such a definition, if it can be achieved, encapsulates the truth about the reality
designated by the concept. Socrates probably went no further. Plato (c.427-347 BC)
did. While Heraclitus had impressed upon him that our world is in a state of flux,
Parmenides had convinced him that only what is unchanging can be known. Plato
could not, therefore, have countenanced the view that the objects of Socrates’ quest
were in either the world of sense or the mind of the knower. He made them into
real existents, the Forms.

PLATO

Or so goes a not unlikely version of events. ... But let us turn to what is
undoubtedly Platonic, that is, the twenty-four works which constitute the corpus.
All save the Apology are in dialogue form, a medium which no philosopher, before
or since, has used to such striking effect. The question as to why Plato wrote
dialogues does not admit of an easy answer. The main reason seems to have been
that this great stylist had a paradoxical distrust of the written word. Holding it to
be but a dead residue of thought, unable ‘either to speak in its own defence or
to present the truth adequately’ (Phaedrus, 276¢7-8, trans. R. Hackforth), Plato
dissuaded any serious person from ‘making truth the helpless object of men’s ill-
will by committing it to writing’ (Seventh Letter, 344c1-3, trans. W. Hamilton).??
The dialogue form, one surmises, best fitted his view of philosophy as a cooperative
activity, elenchic in nature. As he wrote,

It is only when all these things . . . are rubbed together and subjected to tests
in which questions and answers are exchanged in good faith and without malice
that, finally, when human capacity is stretched to its limit, a spark of
understanding and intelligence flashes out and illuminates the subject at issue.

(Seventh Letter, 344b3-7, trans. W. Hamilton)
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This being Plato’s view, the dialogues should not be taken as repositories of a static
body of doctrine but as invitations to follow in the footsteps of Socrates and, in his
manner, to tend one’s soul (or mind). Hence to read the dialogues philosophically
requires subjecting oneself to the elenchus, disencumbering one’s soul of hazy notions
and received opinions, and collaborating in Socrates’ energetic search for the truth,
whether it be on the nature of knowledge, the function of philosophy or the best
political constitution. In Plato’s words, it is to receive the seed of intelligibility and
to nurture it so that it may grow further.??

Far from being mere rhetoric to dress up the oft repeated (though not always
heeded) point that philosophers must think for themselves, these metaphors take us
to the core — ontological and epistemological — of the middle dialogues. Let us see
how. It is often remarked that, strictly speaking, Plato had no theory of Forms. And
it is true that nowhere in the corpus do we find a demonstration of their existence,
followed by a discursive exposition of their nature and interrelatedness. Even in their
first appearance, Plato has Socrates simply assume them to be familiar to his inter-
locutors.?* Given Plato’s strictures against dogmatic discourse, this is unsurprising.
More to the point even is the fact that, in his view, the intelligible world of the Forms
is the object of a quest that only those possessing the necessary moral and intellectual
qualities are motivated to undertake and qualified to pursue. So much is clear from
the elaboration of the theme of recollection (anamnesis) in the Phaedo, a dialogue
likely to have been written early in Plato’s so-called middle period.

The scene is set on the last day of Socrates’ life. Socrates seeks to console his
assembled friends and disciples by telling them that death is to be welcomed as it
releases the soul from its association with the body. This remarkable proposition
rests on three premises: the self is the soul, the body is a source of pollution and
confusion for the soul, and the soul is deathless. While the first premise remains
implicit,?’ the second is a leitmotiv of the dialogue, and the third is the object of
several extended ‘proofs’. Amongst these figures the argument from recollection in
the course of which Socrates seeks to show that learning is nothing other than
recollection (anamnesis, 74a—77a). Referring to our practice of describing sensible
particulars by means of abstract concepts, Socrates claims that sense perception
alone cannot account for the judgement that any two given wooden sticks, for
instance, are equal in length. Why not? Like most sense objects, the sticks may
appear equal to me (from where I sit) but unequal to you (from where you stand).
It is also possible that each stick appears (or even is) equal in all (or most) respects
to its pair yet unequal in some or most respects to a stone or a piece of cloth. Lastly,
one may wish to add, the sticks are likely to fall short of strict mathematical equality.
The sticks, therefore, are both equal and unequal or, in more technical language,
they suffer from the compresence of opposite qualities.*® By contrast, Socrates
claims, as we shall see below, the Form of Equality is absolutely equal, as opposed
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to perspectivally or relatively equal. It constitutes the standard of equality of which
sense objects fall short. This is then taken by Socrates to constitute evidence that
our concept of equality, far from being abstracted from the perception of relatively
equal objects, precedes it. Prior to being united to a particular body and thus to
having sense organs, he then explains, our soul led a divine existence amongst the
supreme realities or Forms, i.e. the Beautiful itself, the Equal itself, the Just itself,
etc. Living among them, it knew them, but forgot them at the moment of incarnation.
But, he adds comfortingly, the soul can, and does, recover from this amnesia in its
earthly life, at least up to a point and even if it is unaware that it recollects. Such
process of recovery is initiated by sense perception: the sight of relatively equal
objects jogs our soul into retrieving, to a greater or lesser extent, the knowledge of
absolute equality that it possessed in its discarnate state.

This level of recollection is presupposed in the everyday use of concepts, and
most people go no further. Those who do wish to advance further will need to
promote the autarky of the soul by lessening its reliance upon the body, an end that
is best achieved by the practice of philosophy:

Philosophy . . . persuades the soul to withdraw from the senses in so far as it
is not compelled to use them and bids the soul to gather itself together by
itself, to trust only itself and whatever reality, existing by itself, the soul by itself
understands, and not to consider as true what it examines by other means, for
this is different in different circumstances and is sensible and visible, whereas
what the soul itself sees is intelligible and invisible.

(Phaedo, 83a6-b4, trans. G.M.A. Grube)

Knowledge of true reality, therefore, can be achieved only in so far as and to the
extent that the soul liberates itself from what is alien to it, i.e. the sensible world,
and returns to its own world, i.e. the world of the Forms, which alone is fully
intelligible. To this world and its contents, i.e. the Forms,?” we now turn.

There are Forms corresponding to qualities (e.g. Beauty), relations (e.g. Equality),
numbers (e.g. Two), geometrical figures (e.g. Square), moral dispositions (e.g.
Courage), natural kinds (e.g. Human Being), and artefacts (e.g. Bed). Contrary to
the claim made by many writers of introductory manuals to philosophy, Forms
should not straightforwardly be assimilated with the universals?® of later philos-
ophers. To begin with, Plato explicitly denied the existence of a one-to-one
correspondence between Forms and universals when he ruled out that there be
Forms of hair, cowardice or barbarity. Furthermore, as will presently be seen, self-
predication makes Forms into individuals.

The Forms are existent entities, separate from each other and independent from
our thoughts. They transcend the world of sense and exist in an intelligible elsewhere
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which Plato describes, metaphorically, as ‘beyond the heavens’ (Phaedrus, 247¢1-2).
Although their unworldly nature causes them to be inaccessible to our senses, they
are accessible to the immortal part in us, i.e. soul?® or intellect. The reason for this,
as explained above, is that during their exile in human bodies, souls can recollect,
with varying degrees of clarity, the intelligible realities that they knew in their
discarnate state.

Being immune to change, the Forms are motionless and sempiternal; they abide
constant in being. By contrast, the things of the phenomenal world are confined to
becoming, falling short of full being though rising above absolute non-being. Since
for Plato the order of knowledge follows the order of being, the Forms are the
paradigmatic objects of knowledge while the phenomenal world can only give rise
to opinion or belief (Republic, 476c-478d). In questions of value, the Forms are
absolute standards: the Form of Justice, for instance, shows those who behold
it what justice consists in. For this reason, in the Republic, Plato argues that
philosophers are ideally suited to rule; their knowledge of the Just in itself would
enable them justly to order their community and govern the state.

Each Form is a single-natured entity, undiminished by lack and uncompromised
by the presence of its opposite quality. Mindful to stress the perfection of the Forms,
Plato was occasionally led to say that each bears paradigmatically the quality of
which it is the Form: the Form of Beauty is itself beautiful, the Form of Large
is itself large, the Form of Justice is itself just, etc. This characterisation, which is
labelled self-predication in current secondary literature, is evident in Plato’s famous
description of the vision of the Form of Beauty by a knower who has succeeded in
reaching out to the intelligible realm:

What he’ll see is, in the first place, eternal; it does not come to be or cease to
be, and it does not increase or diminish. In the second place, it isn’t attractive
in one respect and repulsive in another, or attractive in one setting at one time
but not at another, or attractive in one setting but repulsive in another, or
attractive here or repulsive elsewhere, depending on how people find it . . . he’ll
perceive it in itself and by itself, constant and eternal, and he’ll see that every
other beautiful object somehow partakes of it.

(Symposium 210e6-211b3, trans. R. Waterfield)

Forms are causes upon which all individual existents in the phenomenal world
depend for their nature and properties. As claimed in the above passage,®” the
relative and contingent beauty of phenomenal objects is due to their participation
in the Form of Beauty whose perfect loveliness necessarily excludes any admixture
of ugliness. Generally, Plato holds, the world of sense is as it is to the extent that
its component parts partake (or participate) in the Forms. Later philosophers, from
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Aristotle to Descartes, will generalise this principle, which he never spelled out, by
stating that there must be more ‘reality’ in the cause than in the effects.

As described in the dialogues of Plato’s middle period, the Forms are open to some
serious objections. Chief among them are self-predication and the characterisation
of the Forms as simple-natured.

To understand how self-predication turned out to be a liability for the theory of
Forms, let us use the very argument that Plato himself later invoked against it and
which Aristotle popularised under the name of ‘Third Man Argument’.3! Bearing
its own character, the Form of Man is itself a man, a characteristic that it shares
with all men in the sensible world. Yet, since the latter are men by virtue of
participating in the Form of Man, a second Form of Man must be postulated to
account for the manliness both of the first Form of Man and that of all phenomenal
men. However, since this second Form of Man will itself be a man (in virtue of self-
predication), yet another Form of Man needs to be postulated to account for the
characteristic that the first two Forms of Man share with each other and with all
men in the sensible world. The infinite regress is not only inevitable but also vicious
since, in Plato’s outlook, each Form is supposed to be a cause beyond which there
need be no other.

A second problem concerns the interrelationships of the Forms. Although Plato
had long held that the pious is a species of the just (Euthyphro), and that the Forms
of Three and Oddness are necessarily related (Phaedo), his presentation of the Forms
as singular, separate, and paradigmatically perfect had stood in the way of an
account of the logical relations prevailing between them. Yet, such an account was
needed to underpin his claim that meaningful discourse is grounded in the Forms.
In the Sophist, in a bold modification of his ontology, Plato put forward the view
that ‘the interweaving of forms is what makes speech possible for us’ (259¢5-6).
Although he does not there envisage that every Form associates with every other,
he suggests that a few Forms do interweave with all, or with most, other Forms.
They are ‘the most important kinds’ and include Being, Sameness and Otherness,
Motion (or Change) and Rest. The first three interweave with each other and with
all other Forms since each and every Form participates not only in Being, but also
in sameness with reference to itself and in otherness with reference to all others.
They are likened to the vowels of the alphabet whose function it is to bind
consonants together and thereby to form words. As for Motion and Rest, they do
not associate directly with each other, and the reason for their inclusion into the
‘most important kinds’ is unclear.

The principle of the interweaving of Forms enabled Plato to argue that everything
that participates in Being participates also in otherness in relation to Being.
Otherness is, however, itself a Form and, as such, it participates in Being. Hence,
paradoxically, there is a part of otherness which both is and is the Form of
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Non-Being. This account of non-being enabled Plato to dismiss as inconceivable a
Parmenidean non-being that would be the contrary of being in so far as it would
not participate in being at all.

Plato adapted this analysis to an explanation of how we can make meaningful
false statements. He did so by introducing the distinction between subject and
predicate. The predicates that are true of a subject are counted as so many beings
for that subject. All remaining predicates, since they are other than these beings,
are therefore counted as so many non-beings. A false statement puts non-beings,
so defined, in the place of beings, so defined. So it is with the statement ‘Theaetetus
is flying’. ‘Flying’ is a Form, and does therefore exist, but it is other than the Forms
which Theaetetus participates in, and which include, at the moment of utterance,
‘sitting down’. In this particular context, ‘flying’ is therefore a non-being. Hence
to ascribe this non-being to Theaetetus is to make a statement that is false. Plato’s
introduction of the distinction between absolute and relative non-being constitutes
a rare example of progress in philosophy: Parmenides’ ghost had finally been laid
to rest.

ARISTOTLE

Plato’s pupil, Aristotle (384-322 BC), reverted to the encyclopaedic mode of
philosophy that had gone out with Plato. From his richly systematic oeuvre, which
encompasses all branches of learning, only a few aspects can here be broached.

Unlike Plato, Aristotle took an interest in the world of sense. Having studied it,
he held it to be both intelligible and good. He therefore saw no need of postulating
a transcendent world to account for it, but argued that it forms part of a well-
ordered universe or cosmos in which values are objectively grounded and whose
elements are made intelligible through their relatedness to the whole. The living
species that eternally dwell within this cosmos, he held, are well adapted to it: their
members flourish whenever they grow and develop in accordance with their nature.
Human beings possess cognitive faculties which can be tutored to apprehend the
universe as it is. Such cognitive activity in all its forms, he maintained, fulfils their
innate desire for knowledge and affords them unique joy and fulfilment.

Against Parmenides, as we saw, Plato had showed that the world of becoming
shared in being. To avoid the difficulties of Platonic participation and to give a philo-
sophical account of becoming, Aristotle distinguished ways of being. Holding that
‘being is said in many ways’,3? he analysed predication and drew up a list of the
headings under which individual existents, together with their various characteristics
and properties, are classified. As featured in the Categories, his earliest technical
treatise, these headings are: substance, quality, quantity, relation, time, place,
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position, condition, action and passion. Although these became the praedicamenta
of medieval logicians, we should note that not all the categories are predicable:
while substance cannot be predicated of the other categories, they must be
predicated of substance. This asymmetry reflects the unequal ontological status of
the categories. Substances, which in the philosophy of the Categories, are individual
existents (e.g. John Paul II, Fido or the ring on your finger), differ from the other
categories by being separate from each other and ontologically independent. The
subsidiarity of the other modes of being relatively to substance justifies calling them
‘things that happen’ or accidents of the substance to which they are attached.

The distinction between substance and accidents plays a major role in Aristotle’s
account of change in the sensible world. Change, he held, can be substantial or
accidental: substantial change consists in the coming to be or the passing away of
individual existents while accidental change affects a pre-existing individual existent
and usually consists in the replacement of some one of its properties by others. But
change is not a matter of happenstance. Substances do not spring from any odd
substratum, nor can they acquire just any property at any time: silk purses are not
made out of sows’ ears and garden gnomes do not acquire a tan. How individual
existents develop over time and which properties they acquire depend on what they
essentially are and what they are made of. As Aristotle puts it, they can only become
actually what they are potentially.

Actuality, Aristotle holds, is prior to potentiality in three ways. It is logically prior
in so far as the actualised state is that by reference to which the correspondent
potential state is identified and defined. It is ontologically prior since it is the state
at which the potential aims or to which it strives, and it is chronologically prior
since what is potentially X can only become X in actuality through the intervention
of an agent which actually is X or possesses X as an attribute.

To make intelligible the actualisation of the potential, which we witness every
day of our lives, Aristotle invokes four principles of explanation, which are often
but inaptly dubbed the ‘four causes’. These are: the matter from which a thing or
being is constituted (the material cause), the form or shape that makes it a thing
or being of its kind (the formal cause), the agency through which it was brought
into existence as a being of its kind (the efficient cause), and the goal or function
(the final cause) that it furthers or fulfils.3? Provided that one keeps to very simple
examples, the theory is easily illustrated. Take a case of substantial change, i.e.
the carving by Praxiteles of a statue of Hermes. Marble is the material cause of the
statue, Hermes® conventional shape its formal cause, Praxiteles its efficient cause
and the adornment of the temple its final cause. When one turns to living things,
however, the theory becomes less clear and more puzzling. Take a human baby.
According to Aristotle’s picturesque theory of human reproduction,?* the menstrual
residue of the mother provides the material mass of the child, the father’s semen
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contributes its form or soul principle, the father causes the form to bear on the
matter, and physical maturity, as evidenced by the capacity for reproduction, is
the end of the development of the child. This example presents three significant
differences from the previous one. In living organisms the material cause of the
embryo differs significantly from the material substratum (i.e. flesh and bones) of
the adult that the embryo becomes, the final cause is immanent in the being caused,
and, in so far as Aristotle defines women as incomplete (or mutilated) men,? the
formal, efficient and final causes coincide in the person of the child’s father.?®

The theory of ‘causal’ explanation prompted Aristotle to revisit his earlier
conception of substance. Indeed, if concrete individuals, as he had come to hold,
are to be explained as the outcome of the operation of four causal principles then
they can no longer be considered to be ontologically basic. The re-definition of
substance, which is central to Aristotle’s project of vindicating the intelligibility
of the sensible universe, is undertaken in what is probably the most exegetically
challenging text in the whole corpus, i.e. book VII of the Metaphysics. There the
concepts of matter and form are crucially brought into play. Let’s briefly consider
how they bear on the issue.

Matter is the stuff that underlies change, the substratum of which concrete
particulars are made up. Mere potentiality and contingence, it is indeterminate and,
as such, beyond the reach of definition and knowledge. The causal intervention of
form is needed to actualise the potentialities of matter and shape it into a concrete
self-subsistent individual, which Aristotle, in his post-Categories writings, continues
to call substance. While matter causes any concrete individual to be singular and
thus different from all other members of the species, form gives it determination,
shape, definition, and intelligibility. As Aristotle is at pains to stress, form plays the
determinant role in the constitution of the furniture of our world: “The form has a
better claim than the matter to be called nature. For we call a thing something, when
it is that thing in actuality, rather than just a possibility’ (Physics, I1 1, 193b6-8,
trans. W. Charlton). Form, however, is common to all members of a species and
therefore a factor of universality. As such, it combines uneasily with the singularity
that Aristotle never ceased to regard as a central feature of substance.

Indeed, once form becomes the sole bearer of intelligibility, what makes Socrates,
Hypatia and Callias, for instance, into unique individuals, different from all others,
eludes intelligibility. This is not a conclusion that Aristotle could accept. To answer
to his project of developing concepts and theories capable of capturing the intrinsic
intelligibility of the sublunary world, forms should not be theorised as universals
existing apart from their corresponding particulars. They must not be like Plato’s.
Book VII of the Metaphysics contains Aristotle’s ingenious solution to this problem.
First, he argues that forms are indwelling and that for each class of particulars there
is a corresponding form. More importantly, he demonstrates that in the case of
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those classes whose defining properties collectively correspond to existing entities,”
the form inheres wholly and indivisibly in each member.

To identify those classes, Aristotle invokes the method of classification that he
had developed in the Posterior Analytics, I1 13 and which, because of space
constraints, can only here be illustrated. As a member of the human species, Hypatia
is also included in the larger class of vertebrates which is itself a sub-group of the
yet larger genus animal. In Aristotelian terms, the class of ‘human beings’ is an
infima species since it cannot be subdivided into smaller classes without falling into
differentiae that are merely ‘accidental’. This means that the members of an infima
species are actual individuals.

A basic principle of the Aristotelian logic of classes is that the extension or field
of application of a concept is inversely proportional to its intension or internal
content. Thus while the class of ‘animals’ is wider than that of ‘human beings’ in so
far as it applies to more beings, ‘human being’ is a more precise classificatory tool
than ‘animal’ in so far as it connotes a greater number of characteristics. It follows,
therefore, that infimae species, which, by definition, cannot be further subdivided
without ceasing to correspond to actual existents, are connotatively richest. For this
reason, they furnish Aristotle with a tool with which to vindicate, as far as is possible
within the limits of his system, the intelligibility of the sublunary world. Indeed, the
defining principle of an infima species is the form which is both common to a group
of concrete particulars and indivisibly instantiated in each of them. Infimae species,
therefore, which account for the composite yet unitary nature of individuals, enable
Aristotle to bring matter, in so far as it enters into the composition of concrete
substances, within the orbit of intelligibility. The infima species ‘human being’, for
instance, gives us the form, the substance, the essence, and the definition of any
individual human being. Therefore, Aristotle argued, even if concrete substances
are not fully intelligible, the form of the infima species to which they belong confers
upon them a significant measure of intelligibility — all that they can have.

The principle of the inseparability of form and matter enabled Aristotle to
formulate a new and highly original definition of the soul which eschews most of
the problems traditionally associated with dualism and materialism:

the soul is in the primary way that by means of which we live, perceive, and
think . . . the soul does not exist without a body and yet is not itself a kind of
body. For it is not a body, but something which belongs to a body, and for this
reason exists in a body, and in a body of such and such a kind.

(De Anima, 11 2, 414a12-13, trans. D.W. Hamlyn)

The animating action of soul makes a lump of matter into a living body and
progressively actualises its potentialities. These form a hierarchy of forms of life in
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which each level provides the foundation for the one above it. In its most basic
manifestation, in which plants share, soul enables the individual organism to sustain
itself by absorbing nourishment. Other living things have, in addition, the faculty
of sense perception; some possess only one sense, namely touch, while others have
all five senses. In turn, sense perception brings in its wake desire, pleasure and pain,
together with, in most cases and with some help from the imaginative faculty,
locomotion. Higher still are the faculties of imagination and memory. Highest of
all are reason and thought, of which only human beings are capable.

If soul is thus formal and efficient cause of the body, it can also be said to be its
final cause’® in so far as the soul specific to each species constitutes the end, or
perfected state, towards which each member of that species strives. Taking nourish-
ment from the soil, growing towards the light, for instance, are what plants are
meant to do, and these activities are precisely those which contribute to defining
the kind of soul that plants possess. Human beings, on the other hand, have a soul
which enables them to think, reason and understand the world around them; as a
consequence, their optimal state of being or end (telos) is one in which these
capacities are given as full a rein as possible. Since, as Aristotle puts it, ‘it is right
to call things after their end’ (De Anima, 11 4, 416b23-24), living things are to be
defined by reference to the kind of soul that they possess.

To define a being by its end or final cause is to adopt a teleological point of view.
In Aristotle’s scheme of things, teleology has both a descriptive and a normative
aspect. In its descriptive meaning, the end (zelos) of a being is the stage of maturity
that, as a matter of course, it will reach in appropriate surroundings and circum-
stances. In the case of human beings, however, Aristotelian teleology has also a strong
normative component. It defines the end (zelos) of human beings as the stage that
they must reach on pains of remaining unfulfilled. In Aristotle’s outlook, therefore,
the good life for a human being is one in which the defining features of human nature,
i.e. rationality and sociality, are developed. While morality promotes it in the private
sphere, the nobler activity of politics secures and preserves it for the community.>’

EXERCISES

1 Why, in your opinion, can the Presocratics be said to have engaged in an activity that we
still identify as philosophy?

2 'After Parmenides Greek philosophy could never be the same, for everyone, even Plato
and Aristotle, felt that they had to take account of him and, as it were, lay his ghost.’
(W.K.C. Guthrie) Discuss with relation to Plato and Aristotle.

3 Assess the philosophical significance of Socrates.

4 What are Platonic Forms?
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How and to what extent did Aristotle’s concept of substance evolve from the Categories
to the Metaphysics?

‘The soul is in the primary way that by means of which we live, perceive and think’
(Aristotle, De Anima, Il 2, 414a12-13). Explicate and comment.

NOTES

AN. Whitehead, Process and Reality, Cambridge University Press, 1929, p. 53.

A few ancient philosophers, of whom the main ones are Lucretius, Cicero and Seneca,
wrote in Latin.

With apologies to L.D. Reynolds and N.G. Wilson whose Scribes and Scholars, Oxford
University Press, 1991 (1st edn, 1968), is an excellent and accessible account of the trans-
mission of classical texts.

The library at Alexandria burned down in Ab 270.

Platonis Opera, vol. |, eds E.A. Duke, W.F. Hicken, W.S.M. Nicoll and J.C.G. Strachan, Oxford
Classical Texts, Clarendon Press, 1995.

C. is an abbreviation for the latin circa which means ‘around that time’ when it precedes a
date.

| have been unable to trace this quotation.

From 1934 onwards, the volumes were co-edited by W. Kranz: H. Diels and W. Kranz, Die
Fragmente der Vorsokratiker, Weidmann, Berlin, numerous reprints. References to the
Presocratics are commonly made through the numbering system that they used in this and
subsequent editions. In their system, a number is assigned to each Presocratic, e.g. 12 for
Anaximander. This is followed first by either the letter A for testimonia or the letter B
for fragmenta, then by the number of the individual quotation or reference. Thus 12B1
refers to Simplicius’ quotation of Anaximander’s one extant sentence. Unless otherwise indi-
cated, all translations are from G.S. Kirk, J.E. Raven and M. Schofield, The Presocratic
Philosophers, second edition, Cambridge University Press, 1983.

Avristotle, Metaphysics, | 3, 983b2-3.

How and to what extent the theory here ascribed to Thales depends on Aristotle’s own
terminology and metaphysics will be more apparent in the section on Aristotle.

As further criticised by Aristotle in De Caelo, Il 13, 294a28-b14.

The principles of logic were first spelt out and codified by Aristotle (g.v.) in the Prior
Analytics and the Metaphysics.

The use of the square brackets here indicates that the verbs in both statements are with-
out grammatical subjects. The repeated iteration of ‘it" in the translation is therefore an
interpretation.

This is not to say that he did so deliberately or even consciously since, as will be seen below,
the distinction between the existential and the predicative use of ‘to be’ was not explicitly
made before Plato introduced it in a late dialogue (the Sophist).

Physics, IV 8, 214b28-216a21.

The citizen body was composed of all free adult males born of Athenian parents. It has
been estimated that approximately one fourteenth of the total adult population of the city
enjoyed citizen rights.
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17 Plato, Theaetetus, 152a2-4, trans. J. McDowell. ‘Man’ translates the Greek anthropos which
is not gender specific.

18 Ibid., 157a.

19 See his myth of origins in Plato’s Protagoras, 320c8-324d1.

20 lbid., 172b. See also Callicles’ claims in Gorgias and Thrasymachus’ in Republic .

21 Inthe Philebus, however, the persona of Socrates is consonant with that presented in earlier
dialogues.

22 The most likely to be genuine amongst the thirteen attributed to Plato.

23 See, e.g., Phaedrus, 276e-277a.

24 See, e.g., Phaedo, 65d.

25 Indeed, it is conceivable that Plato could not have spelled it out in so far as the concept of
self as such emerges only in Aristotle.

26 This should not be taken to mean that objects in the world of sense always possess the
opposite qualities of all those qualities that they, as a matter of fact, do possess. Thus
snow, being cold, cannot be said to be warm. Yet it is white and not white, solid and not
solid.

27 Or 'Ideas’, as Plato sometimes calls them. In so far as this appellation is apt to mislead the
modern reader, for whom ideas exist only in the mind, | shall use ‘Forms’ throughout.

28 A universal is an abstract entity, essence or term to which corresponds a collection of sen-
sible particulars.

29 Plato’s concept of soul evolved: incomposite in the Phaedo, it is presented as tripartite in
the Republic.

30 See also the Phaedo, 100c-101c.

31 See the Parmenides, 132a1-b3 and 132d6-133a3. Aristotle mentions the argument in the
Metaphysics, 19, 990b16-17 and VII 13, 1039a2-3.

32 Physics, 185a21, Metaphysics, IV.2, 1003 a 33; VI 4, 1028a25 and VII 1, 1028a10.

33 The locus classicus for this theory is Physics, Il 3.

34 As described in the De Generatione Animalium, Il 4.

35 |lbid., Il 3, 737a27-28.

36 As theorised in, e.g., Physics, Il 3, 195b17-18 and 198a24.

37 These are known as infimae species, i.e. species which have no sub-classes.

38 De Anima, Il 4, 415b15-21.

39 Gordon Neal and Denis O'Brien made helpful comments on an early draft. | should like to
thank them and to absolve them of any responsibility for the end result.

FURTHER READING

Secondary material is meant to place in context, to explain, or to comment upon, primary texts. It
is never meant to take the place of reading primary texts.

For accessible anthologies of Presocratic fragments, turn either to

Kirk, G.S., Raven, J.E. and Schofield, M. (1983) The Presocratic Philosophers, second edition,
Cambridge: Cambridge University Press. This sourcebook contains a comprehensive selection
of Presocratic fragments and testimonia, both in Greek and in translation, together with an
introduction and commentary.
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or to

McKirahan, R.D. Jr. (1994) Philosophy Before Socrates, Indianapolis: Hackett Publishing Company.
Together with a comprehensive selection of the fragments and testimonia in translation this
guide provides an introduction, a commentary and a presentation of Presocratic views in context.

Amongst Plato’s dialogues, you are advised first to read

The Apology, the Phaedo, the Symposium, and the Republic in either the Oxford Classics or the
Hackett translations.

Central excerpts of Aristotle’s works are provided in either:
Ackrill, J.L. (ed.) (1987) A New Aristotle Reader, Oxford: Clarendon Press (numerous reprints).
orin

Irwin, T. and Fine, G. (eds) (1996) Aristotle: Introductory Readings, Indianapolis: Hackett Publishing
Company.

For a detailed survey and comprehensive survey of Greek philosophy from the Presocratics to
Aristotle, it remains best to turn to the six volumes of:

Guthrie, W.K.C. (1963-83) A History of Greek Philosophy, Cambridge: Cambridge University Press.
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MEDIEVAL PHILOSOPHY

From Augustine to Nicholas of Cusa

Dermot Moran

INTRODUCING THE MEDIEVAL WORLD:
MULTICULTURALISM, MONOTHEISM AND RELIGIOUS
PHILOSOPHY

This chapter is an introduction to the diverse, complex and exciting world of
medieval thought and learning. It aims to provide a sketch of the historical develop-
ment of philosophy and to give some specific examples of philosophical reasoning
in that period. Medieval intellectuals were as active in philosophy as their classical
counterparts and there is no good reason for the current neglect of this period in
the undergraduate philosophy curriculum. On the other hand, it is not easy to
read medieval texts; one needs considerable background historical knowledge of
the classical philosophical tradition, familiarity with scripture, contextual awareness
and linguistic expertise — not just in Greek, Latin or Arabic, but also modern
European languages — in order to penetrate fully into the nature of medieval thought.
Moreover, even with huge growth in our knowledge of medieval philosophy
in the past 150 years, the extant corpus of medieval philosophy — by no means
fully identified or complete — is far more vast than the entire classical legacy.
Critical editions of the central writers (even those of Aquinas and Duns Scotus) are
incomplete, and there is a paucity of English translations. Due to the neglect of
medieval philosophy in the Anglophone world, most of the best scholarship is in
German, French, Italian, or other European languages. Finally, there is no longer a
single model of approach to medieval philosophy.! We can no longer categorise it in
terms of a few central themes — Christian philosophy, the problem of universals, the
revival of Aristotle, and so on. Medieval philosophy is as diverse as contemporary
philosophy. In this chapter, therefore, we can only scratch the surface of the medieval
philosophical heritage.
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The term ‘Middle Ages’ (Latin ‘medium aevum’, ‘the middle period’), was first
used in the Renaissance period in a disparaging sense to designate what was then
considered to be the rather stagnant, superstitious period between the end of classical
era and the enlightened ‘modern’ period. Seventeenth-century exponents of the New
Philosophy — Galileo Galilei (1564-1642), René Descartes (1596-1650), Francis
Bacon (1561-1626), and Thomas Hobbes (1588-1679) — all defined their new
approach in opposition to the medieval scholastic tradition, denying the existence
of Aristotelian forms or species, or the value of explanation in terms of final causes,
and so on. Interest in medieval thought thenceforth declined until the Romantic
movement again stimulated interest in it. Among Catholic scholars, the revival of
interest in medieval philosophy was greatly encouraged by the anti-modernist
movement. Pope Leo XIII, in his Encyclical Aeterni Patris (1879) recommended
that all Catholic philosophers should give special consideration to the work of St
Thomas.? The resulting intellectual movement, Neo-Thomism, portrayed St Thomas
Aquinas as the highpoint of Catholic rationality whose views could be opposed
to the secular rationalism and materialism of the so-called ‘modernist” outlook.
For Neo-Thomists, Aquinas was, to adapt Dante’s phrase (originally applied to
Aristotle), ‘the master of those who know’, and other philosophers of the period
(e.g. both the nominalist William of Ockham and the Neoplatonic mystic Meister
Eckhart) were deemed doctrinally suspect and ignored.

New research has entirely changed that picture. Careful scholarship and analytic
philosophical methods have helped greatly to identify commonalities and continuities
especially between the Scholastics of the thirteenth century and contemporary
philosophy (in issues of logic, semantics, metaphysics, ethics, and so on). Further-
more, it is now recognised that this medieval period is characterised by extraordinary
diversity; it is multi-cultural and multi-faith. It encompasses not just the mainly
Christian culture of North Western Europe, communicated in Latin, but also the
Eastern Byzantine Empire which stretched from Turkey through the Balkans, whose
culture was also Christian but whose language was Greek (and hence preserved
elements of late Greek Neoplatonic thought), as well as the Jewish and Islamic
cultures of the Middle East, India and Central Asia — Ibn Sina, 980-1037, known
in Latin as Avicenna, for example, was from Buchara in Uzbekistan — whose
languages included Aramaic, Arabic, and Hebrew. Together, the Byzantine and
Arabic cultures (both Islamic and Jewish) absorbed and continued the heritage of
Greek philosophy in the new context of the religions of the Book.

The medieval period is also very long, extending well over a 1,000 years, roughly
from St Augustine (354-430), writing in the latter years of the Roman empire?® up
to the end of the seventeenth century. Strictly speaking, Augustine and Boethius
belong to the late Roman Empire, nevertheless, because of their attempts to
synthesise classical wisdom with Christian faith, they had enormous influence on
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later philosophers in the Christian West and need to be studied by anyone interested
in medieval philosophy. Augustine, for example, is the single most important
authority for all medieval Christian philosophy. It is customary to divide medieval
era into three periods: Early, High and Late Middle Ages. In the Early period —
roughly from the fourth century to the middle of the twelfth century* — Platonism
predominated in the Christian Europe while an eclectic Neoplatonism mixed with
Aristotelian and other Hellenic elements was developing in the Middle East, chiefly
in Baghdad. The High Middle Ages (roughly the late twelfth and thirteenth
centuries) were characterised by the revival of Aristotle through the vast programme
of translation from Arabic sources, the growth of the universities, the rise of the
mendicant teaching orders (Dominicans and Franciscans), the development of
philosophical schools (chiefly, Thomism, Scotism, nominalism), known collectively
as Scholasticism.’ Finally, Late Medieval philosophy (the fourteenth to seventeenth
centuries) includes writers of the Italian Renaissance (Marsilio Ficino, 1433-99,
Pico della Mirandola, 1463-94), who advocated a humanism inspired by Plato, as
well as reformers such as Thomas More (1478-1535) and Desiderius Erasmus
(1466-1536), who promoted a new religious humanism, and sceptics such as Michel
Montaigne (1533-92). There also increasing recognition that the philosophy of
particular periods, e.g. the Twelfth Century, or the so-called ‘Northern Renaissance’
(Nicholas of Cusa, the Rheinish mystics), constitutes unique constellations that
deserve to be studied separately.® In Germany and in the Lowlands mystics such as
the Dominican, Meister Eckhart, Tauler, Suso, and the Catholic Cardinal, Nicholas
of Cusa (1401-64) were important for developing new ways of thinking about the
divine, outside of the traditional Aristotelian categories. Reformers such as Martin
Luther and Calvin are significant for their challenges to Catholic theology in a
manner which continues the medieval tradition of disputation and debate. The
counter-reformation also produced significant philosophers. In Spain, a writer like
Francisco Suarez (1548-1617) produced one of the last great scholastic syntheses
and influenced writers such as Descartes and Malebranche. There are Scholastic
survivals well into the seventeenth century.

Whereas the issue of the existence and nature of the divine had been discussed
by classical philosophers, including Plato and Aristotle, the emergence of the three
monotheistic religions (Judaism, Christianity, Islam) meant that theological matters
took centre field during the medieval period. Central to medieval philosophy is
discussion concerning the existence and nature of God, the meaning of creation
(creation ex nihilo), the nature and purpose of human beings. Augustine, Anselm,
Maimonides, Averroes, Aquinas, Bonaventure and Duns Scotus, all offered proofs
of the existence of God. But there was also a considerable sense of the fragile and
contingent nature of creation. According to Augustine, for example, all created
things bear the stamp of their maker and display traces (vestigia) of the divine

157



DERMOT MORAN

Trinity. Creatures testify to their very dependency on the divine. As Augustine puts
it, each creature cries out: ‘God made me’ (Deus me fecit). Muslim philosophers,
especially Avicenna, sought to draw a sharp distinction between the necessary being
of God and the contingent nature of created beings giving rise to the distinction
between essence and existence. Aquinas takes up this tradition and argues that in
all creatures there is a real distinction to be found between essence and existence,
between what a thing is (its quiddity, quidditas) and the fact that it is, a distinction
not to be found in God. Some of the most exciting philosophical departures
originated where the three great monotheistic faiths and cultures intersected, e.g.
in twelfth-century Spain. The Islamic philosopher Abu’l Walid Muhammad Ibn
Ahmad Ibn Muhammad Ibn Rushd (1126-98), known in the Latin world as
Averroes, is perhaps the most famous of the Cordoba philosophers. There are
examples in medieval philosophy of dialogues between Jews, Muslims and Christians
concerning the nature of God and creation. Abelard for instance composed such a
work.” Ramon Llull (1232-1316) was an important interface with Islam, and, in
the fifteenth century, the Christian Nicholas of Cusa, influenced by Llull, wrote two
works on the relations between Islam and Christianity, De pace fidei (On Peaceful
Unity of Faith) and Cribratio Alkorani (Scrutiny of the Koran).® For Cusanus,
Moses, Christ, and Mohamed are three divinely illumined, if unequal, bearers of a
single revelation.

The revival of Aristotle in the twelfth and thirteenth centuries created a
philosophical and scientific revolution of inestimable importance for the growth
of European intellectual culture. In a few decades the Christian West assimilated
what the Arabic tradition had built up over three centuries. This in itself was
an extraordinary intellectual achievement. It laid the foundation for European
pre-eminence in scientific knowledge right through to the twentieth century. More-
over, the rise of scientific knowledge was a particularly Christian development;
even the universities are particularly Christian institutions, as Alain de Libera has
emphasised.” But it is important not to see all of medieval philosophy exclusively
in terms of the transmission of the Aristotelian heritage. Although the extremely
rapid revival of Aristotle inaugurated a new philosophical tradition and reorganised
the very structures of scientific knowledge and education, the more ancient tradition
of Neoplatonic thought continued to flourish throughout the medieval period, often
associated with the more conservative theological faculties in the university (e.g.
Robert Grosseteste at Oxford). Platonism permeated the philosophy of the Church
Fathers, the writings of Anselm and Abelard, the Twelfth-Century Renaissance and
the Italian and Northern Renaissance.'® Another version of Neoplatonism in the
form of the Christian mystical writings of Pseudo-Dionysius influenced philosophers
and theologians from John Scottus Eriugena to Aquinas and Grosseteste to Nicholas
of Cusa.
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The scientific advances of the modern period are not all to be credited to
the revival of Aristotelian texts such as the Physics. Modern science has roots in the
scientific practices of monks in Oxford, Padua, Bologna, and elsewhere. Indeed
the mathematical treatment of nature, which inspired Kepler and Galileo, stems
from late medieval Pythagorean Platonism opposed to Aristotelian empiricism, as
the argument between Platonic Galileo and the Aristotelian Cardinal Bellarmine
clearly shows. Whereas, for mathematical reasons, Galileo maintained that the sun
did not really rise and set, Bellarmine maintained that our sense organs were reliable
and would not mislead us about such a basic observable fact.

It is also important to remember that the doctrines and texts gathered under the
names of Plato and Aristotle do not necessarily conform to our understanding of
these figures. In general, up to the twelfth century, medieval philosophers tended to
agree with Cassiodorus’ maxim, ‘Plato theologus, Aristoteles logicus’: Plato was
considered primarily as a theologian, an expert on the divine, eternal, immaterial,
intelligible realm, a classifier of the orders of angelic and demonic beings, whereas
Aristotle was primarily a logician, a classifier of the forms of argument and of the
categories into which everything real is divided. The ‘Aristotle’ that entered into
Paris and Oxford through the Arabs in the thirteenth century was in fact a
conglomeration of genuine Aristotelian texts together with a vast set of Neoplatonic
commentaries compiled in the setting of Islam. It was not until the Renaissance
that humanist scholars such as Lorenzo Valla began to separate out the genuine
Platonic and Aristotelian texts, identify forgeries (e.g. the works of Pseudo-
Dionysius) and establish the basis for the editions we know today (e.g. the Stephanus
edition of Plato).

Medieval philosophy by its very nature is characterised by a very complex relation
to the written word, to the text. Judaism, Christianity and Islam all believed in
revelation in the form of the divinely inspired book (Torah, New Testament, Koran).
Obedience to the divine required careful studying of the revealed word. There is
therefore considerable stress on authority of the written text, and this reverence for
authority was also applied to the classical heritage, e.g. to the writings of Aristotle
and Plato in particular. Although there are genuinely original and novel forms of
thought in the medieval period, in general a high emphasis was placed on securing
arguments through appeal to learned authority. Since religious orthodoxy was
enforced, often by secular authorities, dissent was severely punished, and thus there
are no public declarations of atheism or even radical scepticism in the medieval
period. Nevertheless, despite the reverence for tradition and the concern to be
orthodox, philosophical debate was often extremely vigorous as is evidenced in
the arguments between Abelard and William of Champeaux (¢.1070-¢.1120), for
instance, or in the criticisms which Ockham levels against both the Thomists and
the Scotists. It is entirely wrong to think of the philosophy of the period as lacking
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in intellectual sophistication, or slavish in following theological orthodoxy, or as
monolithic in form or content. In the medieval schools and universities, philosophy
was practiced in its own right and was not restricted simply to the service of
theology. The thirteenth century produced the first modern intellectuals — individuals
(e.g. Roger Bacon) capable of taking an informed critical stance towards the
inherited body of learning, often at great personal risk (e.g. Ockham had to flee
Avignon in fear of his life).

Although framed by theological interests, medieval philosophy is not exclusively
theological in content. While the relation between God and creation was of special
interest, within this overall framework questions could arise about being, knowledge,
value, the nature of space and time, and so on. Medieval philosophy had a special
preference for metaphysical issues, but there are treatises on cosmology, anthro-
pology, epistemology, ethics and political philosophy. Great debates took place, and
indeed were encouraged, in all the central areas of philosophy: on the nature of
substance, properties and relations; on the nature of the intellect and the will;
on freedom and determinism, on the nature of signs and words; on the morality of
private property, on the nature of authority; on the relation between the individual
and the state; on the eternity of the world; and so on and on.

Medieval philosophers were especially concerned with the preservation and
transmission of knowledge. Considerable advances were made in the organisation
of knowledge (e.g. the liberal arts), leading to the establishment (in the Christian
West) of the university as the prime means for the transmission of scientific learning
(a status the institution of the university retains today despite the application of
business models). Typical of the Middle Ages is the treatise, the encyclopaedia
or compendium of disputed questions. Enormous treatises, such as Thomas Aquinas’
Summa Theologiae, were expected to treat on all questions relating to theological
issues. Logic (or dialectic) also had an important place in medieval philosophy, both
in the earlier commentaries on Boethius, in the dialectic of Anselm and Abelard,
and in the later development in Ockham, Walter Burleigh, William of Sherwood
and Peter of Spain. Nominalism produced analyses of the language of thought which
anticipate contemporary methods of analysing propositions. Meanwhile, in Northern
Italy in the late fourteenth century, the translation of the complete works of Plato
by Marsilio Ficino and the re-discovery of Plotinus and Proclus led to a new
Renaissance, characterised by humanism.

Finally, it should be borne in mind that studying medieval philosophy requires
gaining familiarity with the world-view of the age. The medieval world is a closed,
hierarchical and rather small place compared to the infinite space of Newton which
so terrified Pascal. Medieval philosophy assumes the existence both of a sensible,
temporal and an immaterial, eternal order. Human beings possess bodies and souls
and hence belong in some way to both the temporal and the eternal orders.
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Moreover, human reason is finite but is reliable and can achieve truth, and certainly
is adequate to grasp the essential truths necessary for life in this world. There are
no overt sceptics or relativists in the medieval tradition. In general, the medieval
philosophy accepts a view of the universe as ordered hierarchically, from highest
level, God, down to the lowest level, unformed matter or nothingness, in one great
chain of being.!! This hierarchical order was inherited from Neoplatonism but given
a distinctive religious rendering. The term hierarchy means a ‘sacred order’ and was
first used by the anonymous sixth-century, possibly Syrian, Christian Neoplatonist,
Dionysius the Areopagite, to express the orders of angels and celestial beings who
ringed around the Godhead. This celestial hierarchy, as Dionysius termed it, was
mirrored on earth by the hierarchy of human nature, the animal, vegetable and
mineral domains. Human social life itself mirrored this natural order so that kings,
princes, noblemen, commoners, servants, etc. were all ordered in a natural hierarchy
according to the natures. For instance, in his Monologion, St Anselm writes that
anyone who does not understand that a horse is better than a tree and that a man
is better than a horse is not rational:

if anyone considers the natures of things he cannot help perceiving that they
are not all of equal excellence but that some of them differ by an inequality of
gradation. For if anyone doubts that a horse is by nature better (melior) than
a tree and that a man is more excellent (praestantior) than a horse, then surely
this [person] ought not to be called rational.!?

FAITH AND REASON

During the late Greek and Roman periods, philosophy had come to be understood
as the inclusive knowledge of everything. Cicero, for instance, had defined philos-
ophy as ‘the knowledge of all things divine and human’ and this definition became
an endlessly repeated truism in medieval writers such as Isidore of Seville, Alcuin
and others, right down to Descartes. According to the Ciceronian model, philosophy
was seen as an encyclopaedic wisdom — in line with the Hellenic educational ideal
of encyclios paideia, an educational formation which encompassed everything. But
the knowledge of everything (cognitio omnium) still had to accommodate religious
faith. As religious philosophy emerged and struggled to accommodate the classical
heritage, the issue of the relation between faith and reason became a central theme.!3

Tertullian (¢.160-220), born in Carthage, was the first Christian theologian to
write in Latin. He strenuously opposed the articulation of faith in terms of philos-
ophy in his Oz Prescription Against Heretics with his famous question: ‘what has
Athens to do with Jerusalem? What concord is there between the Academy and
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the Church? What between heretics and Christians?’'* For Tertullian, faith was
sufficient, the genuine Christian believer had no need of pagan eloquence and
philosophy. Yet, Tertullian was not immune to philosophy. For example, in Adversus
Praxean he conceived of God as a kind of vaporous material spirit (Greek: pneuma)
in the manner of the Stoics, and in his De Anima argued for the soul as a kind of
material substance (following the Stoics) against the Platonic conception. Tertullian
thus illustrates a typical medieval dilemma. Even to oppose philosophy, as Peter
Damian or Al-Ghazali did, meant to enter philosophical disputation.

Philosophy understood etymologically means ‘love of wisdom’ (amor sapientiae),
and since, for Christians, Christ is the very incarnation of eternal wisdom, true
philosophy meant the love of Christ. Augustine, following St Paul, contrasted the
worldly wisdom or ‘foolishness’ of Greek pagan philosophy with Christian wisdom.
Indeed St Paul refers to Christ as wisdom using the Greek word ‘sophia’ in I
Corinthians 1:24. St Paul had said that Christian wisdom founded on faith will
appear to be a mere foolishness to those whose only standard is the wisdom of the
world. Augustine expands on this idea: true wisdom cannot merely be knowledge
of earthly, temporal things but actually must be the desire for eternal things. For
Augustine, the philosopher seeks to transcend the world and not solely to know it.
A Christian, Augustine, for example, maintained, must love Christ as much as
anything, otherwise, his knowledge is vain and empty, mere vana curiositas.

For Augustine, particularly early in his career, true religion and true philosophy
were one and the same, as he wrote in Of True Religion (De vera religione),"
and by philosophy here he meant Platonism. In the same work (De vera religione,
iv. 7), Augustine claimed one need only change a few words to see how closely
Plato resembled Christianity. According to his Confessiones (Confessions) Book
VII.xx.26,'® Augustine’s conversion to Christianity had been influenced by his reading
‘books of the Platonists’ (libri platonicorum) — most likely Marius Victorinus’
translations of Plotinus and Porphyry — texts which convinced Augustine that truth
was incorporeal, that God was eternal, unchanging, the cause of all things — in his
mind paralleling truths revealed in St Paul’s epistles.

It was Augustine who finally put paid to the view that faith could proceed without
philosophy. For Augustine, the legacy of Plato and others should be integrated into
Christian culture, just as the ‘spoils of the Egyptians’ were taken with them by the
Israelites as they fled their captivity in Egypt. Augustine writes in On Christian
Doctrine (Book I1.XL.60):

If those who are called philosophers, especially the Platonists, have said things
which are indeed true and are well accommodated to our faith, they should not
be feared; rather, what they have said should be taken from them as from unjust
possessors and converted to our use. Just as the Egyptians had not only idols
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and grave burdens which the people of Israel detested and avoided, so also they
had vases and ornaments of gold and silver and clothing which the Israelites
took with them secretly when they fled, as if to put them to a better use.!”

Philosophers after Augustine no longer had any qualms about incorporating elements
of classical philosophy, even if at times they used philosophical and dialectical
techniques to draw attention to the limits of rational argument in trying to convey
divine truth.

Christians who followed the Neoplatonic tradition tended to regard faith as
preparatory to true knowledge. A line from Isaiah in the Latin version of the Old
Testament, ‘nisi credideritis, non intelligitis’ (‘unless you will have believed, you will
not have understood’), became a motto for medieval writers. For example, in a
Sermon (No. 212, Patrologia Latina 35, Col. 1, 690) Augustine urged ‘credite ut
intelligas’ (‘believe so that you may understand’), and St Anselm echoed this with
his credo ut intelligam (‘I believe so that  may understand’). But this stress on faith
left considerable room for unaided reason, recta ratio. Followers of the Aristotelian
tradition which re-emerged in the thirteenth century, on the other hand, distin-
guished between truths that were supremely intelligible in themselves (per se) and
those which could grasped by our finite intellects, intelligible ‘to us’ (quoad nos).
For Thomas, nothing in revelation could contradict reason in itself, although it
might appear irrational to us. Some Parisian followers of Averroes — Siger of Brabant
and Boethius of Dacia are usually mentioned in this context — on the other hand,
have been associated with the notorious doctrine of ‘double truth’, i.e. the co-
existence of two contradictory truths — truths grasped by reason and philosophy
and truths propounded in theology.!® While Christian philosophers struggled to
interpret Aristotle faithfully, they were also constrained not to go against Christian
doctrine and this often led to a tension between what Aristotle said and what the
Church teaches as true. One way to deal with this, is to hold that Aristotle is right
philosophically speaking but not theologically speaking. It is noteworthy for
instance that when Ockham is commenting on Aristotle’s Physics he makes it clear
that he will expound what Aristotle said or what he ought to have said, consistent
with his principles, and won’t get into the issue of whether or not it is in conflict
with Christian faith.

Another and less controversial claim in medieval philosophy (especially up to the
twelfth century) was the commonplace that there were two non-conflicting sources
of truth — the Book of Scripture and the Book of Nature — both of which need to
be interpreted in sophisticated ways, but with a stronger emphasis on scripture than
on nature. This hermeneutic approach, coupled with a Neoplatonic suspicion of
the temporal and material, has led historians to see Christian philosophy as leading
to what E.R. Dodds has called ‘other-worldliness’, devaluing the scientific study of
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things for their own sake which was at the heart of the researches of Aristotle for
example, and focusing exclusively on the knowledge of God and the immortal soul.
There is a certain truth in this characterisation especially when applied to Neoplatonic
philosophers, nevertheless, the Neo-Aristotelian revival gave rise to a considerable
interest in the sciences at Oxford and elsewhere, where there was a definite interest
in the nature of the physical world, for its own sake.

In keeping with the theme of faith and reason was the related theme of the
constraints on the interpretation of sacred texts. Medieval philosophers inherited
from the classical era a vast and complex tradition of grammar, rhetoric, and
hermeneutics. It was also generally accepted that texts were multilayered and poly-
semic and could be interpreted in different ways. Efforts to harmonise the words
of Scripture led to the development of sophisticated treatises on interpretation and
semiology, e.g. St Augustine’s enormously influential De doctrina Christiana (On
Christian Doctrine, written between 396 and 427) which influenced Cassiodorus,
Hugh of St Victor and Peter Lombard in setting down principles for reading
scripture. In the theological tradition, four ways of interpreting Scripture — the
literal, the allegorical, the symbolic and the anagogical — achieved something like
canonical status.!” But one must be careful — even the so-called ‘literal’ reading of
Scripture could be highly speculative as Augustine’s literal commentary on the

meaning of Genesis (De Genesi ad litteram) shows.?°

THE ORIGINS OF MEDIEVAL PHILOSOPHY

The foundations of medieval philosophy were laid during the late classical philosophy.
In Alexandria, especially, religious scholars, steeped in Hellenism, sought to explore
the meaning of the Jewish sacred writings using the grammatical and philosophical
techniques of the Greek philosophers, drawing parallels between the creation
accounts in Genesis and the stories of Plato’s Timaeus.?! Philo Judaeus (c.15 BC—
AD 50), who had apparently no influence on the Jewish tradition, read the Bible in
its Greek translation (Septuagint) and drew on Platonic and Stoic ideas to articulate
his notion of the transcendence of God and of the nature of human beings as made
in the image and likeness of God and aiming to achieve assimilation (homoiosis)
with God. God is true being and ‘He Who Is’ (Exodus 3:4). God operates through
the logos. God first created an intelligible world.

Initially, Christian writers, notably St Paul, show a marked hostility towards
philosophy understood as pagan wisdom. Paul contrasted Greek philosophy (as
arrogant foolishness) with the wisdom and truth of Jesus. Nevertheless, he absorbed
philosophical conceptions current in his time. Thus, his epistles contain allusions
to Greek (mostly Platonic and Stoic) philosophical ideas, e.g. concepts of natural
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law in the Second Letter to the Romans, the discussion of immortality in the Second
Letter to the Corinthians 3-5, or the claim that existence of God may be proved by
natural reason from the examination of natural things (Romans 1:20), a text much
cited by medieval philosophy. St Paul employed a number of contrasts that are later
taken up by Origen, Clement of Alexandria and Augustine, e.g. the contrast between
the exterior and interior man, between the carnal and the spiritual, the old and
the new.

As Christianity spread, Christians gradually began to address the surrounding
Hellenic civilisation in its own terms. Within a century, Christian ‘apologists’ were
arguing before hostile audiences for the truth and reasonableness of Christian
revelation using arguments drawn from philosophy.??> One such apologist was Justin
Martyr (d. 162-8), who as a Greek philosopher, born in Samaria, but who converted
to Christianity, possibly at Ephesus, relied heavily on Greek philosophical arguments
in presenting the case for Christianity.?? Three works survive: two Apologies, the
first directed to the emperor, Antoninus Pius, and a dialogue with a Jew, Dialogue
with Trypho where he compares the Biblical God with the god of the philosophers.
The First Apology recounts his search for the truth, first with a Stoic teacher, then
with a Peripatetic, followed by a Pythagorean and then a Platonist. For Justin it was
obvious that philosophers must investigate the nature of the deity, the aim of
philosophy was ‘the vision of God’.

Christian philosophers borrowed heavily from ancient Greek and especially
Platonic accounts of the immortality of the soul to spread the Christian message
of personal immortal life. Clement of Alexandria (AD 150-215) wrote a number of
works which advocated a philosophical approach to faith, notably Stromateis
(Miscellany). Origen (c.185-c.254) combined Christian ideas with a philosophical
structure derived from Platonism in his work, O#n First Principles which portrayed
God as Oneness or Unity.>* Clement and Origen saw no great clash between
Platonism and Christianity, since both doctrines considered that this temporal world
was not the whole of reality, that true reality was immaterial, timeless and perfect;
that the eternal was to be valued over the temporal; the changeless over the
changing. Both believed in the immortality of the soul and that it has the chance of
eternal happiness. Both believed that there is a single source from which all things
originate, and so on.

With the emergence of Christianity as the official religion of the Roman Empire
in the era of Constantine, philosophical discussions of the Christian religion demon-
strated a new confidence and sophistication. By 392, the Roman Senate had voted
to abolish pagan cults. The division of the Roman Empire into a Greek East and a
Latin West had the effect of partitioning the development of philosophy. Plotinus
(205-70/71) was a typical example of the new hybrid — a Greek-speaking pagan,
born in Egypt, who studied with Ammonius in Alexandria, and then lived and
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taught in Rome from 245 to his death. He attracted both vehemently pagan and
Christian disciples. Porphyry, for example, wrote an attack on Christianity.

In the fourth century, in the Greek speaking Eastern part of the Roman Empire,
Cappadocia, Gregory of Nyssa, Basil and Gregory Naziazen incorporated Plotinus
in their development of a Neoplatonised Christianity, while in the Latin West, Hilary
of Poitiers, Ambrose, Bishop of Milan, St Augustine, Bishop of Hippo, Jerome, and
others, developed Christian philosophical cosmologies drawing from the writings
of Clement of Alexandria and other earlier Christians. Ambrose’s sermons, in
particular, show heavy borrowings from Plotinus. These men came to be known as
the Fathers of the Christian Church and they laid down the form that Christian

philosophy and theology would develop in the succeeding centuries.?

PAGAN SURVIVALS: PLOTINUS, PORPHYRY AND PROCLUS

It would be wrong to characterise the development of Christian philosophy in the
West as a long direct line of uninterrupted progress in the clarification and system-
atisiation of basic Christian concepts. A vigorous pagan movement incorporating
late Hellenistic religions co-existed side by side with Christianity during the early
centuries. This counter movement reached its pinnacle in the third and fourth
centuries CE with the writings of Plotinus, Porphyry, and Tamblichus. Various
attempts were made to re-establish paganism, most notably by the Emperor Julian.?®
Plotinus (205-70 CE) was a pagan philosopher who taught at Rome, who knew a
great deal about Christianity, but was not drawn to it. He systematised the thought
of Plato into a monistic, hierarchical metaphysics where all things come from the
One which in itself is above intellect and above all predication. His pupil and literary
editor, Porphyry (233-309), who came from Tyre, was openly hostile to the
Christians and wrote a treatise, Against the Christians, which unfortunately no longer
survives.”” Porphyry attacks the trustworthiness of the Bible as a prophetic document,
concentrating on the Book of Daniel, which he claimed was not written in the sixth
century BC as Christians believed, but in the second century AD. Rather than
prophesying events it was actually describing actual events. He also attacked the
allegorical method of reading the Bible which Philo, Clement and the Alexandrian
school had popularised. Porphyry is dismissive of the Christian understanding of
the logos as expressed in the prologue of the Johannine Gospel. Iamblichus
(¢.242-327), who taught at Apamea in Syria, was interested in the mystery religions,
in the cult of Isis and Osiris and in theurgy, the practice of invoking demons. His
On the Mysteries had considerable influence in Renaissance times.?® ITamblichus’
philosophical contribution included a programme for teaching Plato and Aristotle
and a strong commitment to neo-Pythagorean number symbolism.

166



MEDIEVAL PHILOSOPHY

Proclus (¢.410-85), head of the Platonic Academy at Athens, was the last great
pagan philosopher practising in the West. While his own works (notably Elements
of Theology and Platonic Theology)?*® did not have direct influence on Latin thought
until translated by William of Moerbeke and commented on by Nicholas of Cusa,
nevertheless he exercised a covert influence (circulating under the name of Aristotle)
through an Arab compilation, Liber de causis,*° translated into Latin by Gerard of
Cremona in Toledo. Roger Bacon (¢.1212-92), Thomas Aquinas, Giles of Rome
(1247-1316), Henry of Ghent (d. 1293), Siger of Brabant, and Albert the Great all
wrote commentaries on it.

Perhaps more importantly, Proclus entered the West through the writings of an
anonymous fifth- or sixth-century Syrian Christian follower who went under the
name of Dionysius the Areopagite. This author, while purporting to be the first
convert of St Paul at Athens, mentioned in Acts 17:34, propounded a Proclean
Neoplatonic Christian monism in his four treatises, which were first translated by
Johannes Scottus Eriugena and later by John Saracen.3! From Eriugena to Nicholas
of Cusa, this author was wrongly identified with Saint Denis, patron saint of France
and supposed founder of the important medieval French abbey of St Denis (Lorenzo
Valla eventually showed the work to be a forgery). Dionysius’ works had an
important influence on medieval theology and spirituality. Eriugena, Albertus,
Aquinas, Grosseteste and others wrote commentaries on him. In his Divine Names
Dionysius argues that many of the appellations for the divine in sacred scripture
cannot be taken literally. It is not literally true that God is a lion, or gets angry or
has a face. For the God who transcends all predication, negations are often more
true or more apt than affirmations. For Dionysius, it is more true to say that God
is not rather than that God is, since God is ‘above all the things that are and are
not’. The Mystical Theology goes even further, God is to be thought of as above
being and non-being.

The Neoplatonism of Plotinus, Porphyry and Proclus, influenced medieval
philosophy in subterranean ways. Two extremely influential books in the medieval
period — the Theology of Aristotle (actually a compilation from Plotinus) and the
already mentioned Liber de causis (taken from Proclus) — both circulated under
the name of Aristotle. Neoplatonism was Christianised especially by Augustine and
Boethius. Coming towards the end of the Roman period, and representing a powerful
if eclectic synthesis of Christian ideas, formulated in the language of Roman classical
learning, the writings of Augustine of Hippo acted as a conduit for information
concerning the opinions of the ancient Greek philosophers and in particular con-
cerning the views of late classical writers such as Plotinus, Porphyry and other
Neoplatonists (e.g. Marius Victorinus). That Augustine was not very impressed by
the work of Aristotle is recorded in the Confessions. On the other hand, he was
originally inducted into philosophy through the reading of Cicero’s lost work
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Hortensius and was deeply impressed by Neoplatonism, which he felt to be in
sympathy with the intellectual and spiritual aims of Christianity. So close were the
similarities between Plato and Scripture on the nature of God, the act of divine
creation, the immortality of the soul, the corruptibility of the body, and the salvation
of the good soul, that, initially, Augustine assumed that Plato must have learned from
Moses. For Augustine, only the Platonists saw that God was eternal, immutable,
immaterial, infinite and the creative source of all things. In the City of God, Book
8 Chapter 5, he writes: ‘no one has come closer to us [Christians] than the Platonists
... who have said that the true God is the author of all things, the illuminator of
truth, and the giver of happiness’.3? Augustine, above all, wants to combat the Stoic
doctrine that God is a material body.

However, gradually Augustine began to realise that Neoplatonism had a deep
distrust for the body and for human history which could accommodate neither the
Christian concept of the incarnation of God the Son in the historical personage of
Jesus Christ nor the notion of God’s salvific role in human history. Augustine in his
Retractions (Retractationes),’® expresses regrets concerning various formulations
of his belief that seemed too Neoplatonic; however he never abandoned Neo-
platonism completely. Indeed, his own sanitised form of Neoplatonism was to
become the standard cosmology for the medieval period until the rediscovery of the
writings of Aristotle in the middle of the twelfth century.

Anicius Manlius Severinus Boethius (480-524) was the last philosopher to write
within the framework of the Roman Empire, albeit an Empire now controlled by
the Visigoths. Born into a patrician family, Boethius studied philosophy at Athens
and possibly at Alexandria, and later, in 510, became an advisor to the Ostogoth
Theodoric, Governor of Rome, but suspected of treason, he was arrested in 523,
imprisoned and eventually put to death. Boethius’ aim was to reconcile the philos-
ophies of Plato and Aristotle, and, to this end, he translated and commented on
Aristotelian works. His later influence came especially through his commentary
on Aristotle’s logical writings and on Porphyry. He wrote works explicating Christian
theological concepts, On The Trinity (De Trinitate) and On The Catholic Faith (De
Fide Catholica).* While in prison he wrote the dialogue, Consolation of Philosophy
(524),% in five books, which extolled the value of philosophy in helping someone
to face adversity, and became one of the most popular philosophical works in the
medieval period. The ‘consolation’ of philosophy is that this world is a mere fleeting
shadow compared with the true, timeless eternal world. The philosopher who knows
this will not be perturbed by the vicissitudes of this world. Although the work is
not explicitly Christian it was taken as extolling Christian virtues of resignation
and fortitude. The fifth book contains an important discussion concerning divine
foreknowledge and human freedom (paralleling the views of Augustine) which
exercised a strong influence on Christian thought in the following centuries.
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THE SOURCES OF MEDIEVAL PHILOSOPHY

The early medieval period in the Latin West is a period of beginning and recovery
— a struggle to re-establish the very basics of knowledge lost in the decline of the
Greek and Roman empires. Medieval philosophy grows upon the ruins of classical
thought and one can apply to the Middle Ages generally the saying attributed to
Bernard of Chartres by John of Salisbury in his Metalogicon 111, 4, namely, that we
[moderns] know more because we are like dwarfs standing on the backs of giants
[the classical tradition].

Although philosophers in the Eastern or Byzantine part of the Roman empire
continued to write in Greek up until the ninth century and beyond, most of this
material was unavailable to the Latin-speaking West, and thus philosophers in the
West had to rely on what could be gleaned from compilations found in the writings
of Romans such as Cicero, Seneca, and in standard handbooks of the Liberal Arts
such as the popular allegory, The Marriage of Philology and Mercury, written by
the North African writer Martianus Capella, or another popular work by the fifth
century writer Macrobius, whose Commentary on the Dream of Scipio, a discussion
of Cicero’s Republic, contained a discussion of the nature of the soul in Platonic
terms. Cicero, for example, translated and summarised various Platonic dialogues
including the Republic (Res Publica) as well as compiling a lot of information on
the Sceptics in his Academica. But the majority of actual texts of Greek philosophy
were not available to Western European medieval philosophers. In classical times,
in the system of education, knowledge was divided into a number of different arts
(Latin: artes) or disciplines (disciplinae), taught in a certain sequence. The Roman
writer Varro puts these forward as a group of nine arts, including grammar, logic,
rhetoric, arithmetic, geometry, music, astronomy, medicine and architecture. More
frequently, following Martianus Capella, these arts were considered to number seven
(arithmetic, geometry, music, astronomy, grammar, rhetoric and dialectic) — the
seven bridesmaids of the woman Philology who is betrothed to the God Mercury
in Martianus’ popular allegory, The Marriage of Philology and Mercury. These arts
were usually divided into two groups according to the focus of their subject matter:
the group of three or trivium which dealt with words (verba) and the group of four
or quadrivium which dealt with things (res). In the High Middle Ages the liberal
arts were taught in the Arts Faculties of the Universities as a preliminary to the study
of Theology. Medicine was taught in a separate Faculty as is the case in today’s
universities.

Of Plato’s dialogues, up until the middle of the twelfth century, only a portion
of the Timaeus survived in Latin translation (translated by Cicero in the second
century, it circulated most broadly in the fourth-century fragmentary translation of
Chalcidius).3¢ Curiously, it was ignored until it suddenly came into vogue again in
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the twelfth century as philosophers developed Neoplatonic Christian cosmologies
at the schools of Chartres and St Victor. In the twelfth century also, translations of
the Phaedo and Meno became available, but again these did not have much impact
until the full revival of Plato in Northern Europe which took place until the
fourteenth century, largely through the efforts of Marsilio Ficino and the Florentine
Academy, which contributed greatly to the development of the Renaissance.

With regard to Aristotle only a summary of his Categories was available in the
earliest medieval period. Gradually, medieval philosophers (e.g. Alcuin in the ninth
century), came to know Aristotle’s On Interpretation (Greek: Peri Hermeneias or
Latin: De interpretatione) as well as Porphyry’s Introduction (Isagoge) and Boethius’
logical commentaries. Taken together these works were collectively known as the
logica vetus or ‘old logic’. In the middle of the twelfth century, translations of
Aristotle made from Arabic translations became available, largely through the
endeavours of an important group of translators in Spain, including John of Spain,
Gerard of Cremona and Gundissalinus among others. By the thirteenth century,
scholars had become familiar with a larger range of Aristotelian texts, including the
Topics, Analytics and the Sophistical Refutations, collectively known as the logica
nova or ‘new logic’. But it is noteworthy, that even Averroes did not have access
to Aristotle’s Politics, which did not become available in the West until 1260. In
the thirteenth century these translations were replaced by new translations directly
from the Greek, made principally by the Flemish Dominican, William of Moerbeke
(d. 1286).

The absence of actual texts of Plato and Aristotle meant that medieval authors
had to rely very heavily on secondary sources — most notably Augustine, whose City
of God provided a very useful potted history of classical philosophy. But medieval
philosophers proved to be remarkably adept at utilising these scant resources to
develop speculative philosophical systems of extraordinary scope and vitality, as
found, for example, in the Periphyseon of John Scottus Eriugena.

JOHN SCOTTUS ERIUGENA (c.800-c.877)

Although in general in North Western Europe, the so-called ‘Dark Ages’, i.e. the
centuries following the collapse of the old Roman order, did not produce much
intellectual or scholarly activity of any kind, one figure in particular stands out as
a brilliant and sophisticated philosopher and theologian, namely, Johannes Scottus
Eriugena, an Irishman who came to prominence in France in the ninth century, and
is considered to be the most important philosopher writing in Latin between
Boethius and Anselm. The revival of learning in ninth century France was stimulated
by Charlemagne’s educational reforms which sought to establish elementary schools
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attached to religious houses. Charlemagne’s advisor Alcuin of York (died 804) began
the tradition of Carolingian philosophy and theology which reached its heights with
the philosophy of Eriugena.

John the Irishman (who signed himself ‘Eriugena’) was probably educated in the
Irish monastic tradition (Ireland, being outside the Empire, had escaped the ravages
following the collapse of Roman administration) but emigrated to France where he
soon became palace master at the court of the Carolingian king, Charles the Bald.
He wrote a Commentary on Martianus’ Marriage of Philology and Mercury as well
as a polemical treatise On Divine Predestination, which, on account of its optimistic
interpretation of Augustine’s concept of predestination, was condemned by several
Councils in France as verging on Pelagianism.

A Christian Neoplatonist, Eriugena developed a unique synthesis between the
Neoplatonic traditions of Pseudo-Dionysius and Augustine.>” Most unusual in
the Latin West at that time, Eriugena knew Greek and his translations of the works
of Dionysius (especially the Divine Names and Mystical Theology), commissioned
by the King of France, as well as other Greek Christian texts (notably Gregory of
Nyssa and Maximus Confessor) provided access to a theological tradition hitherto
unknown in the Latin West, namely the Eastern Christian tradition of negative
theology (inspired by Plotinus). In his major dialogue Periphyseon (De divisione
naturae, On the Division of Nature, c.867),%® he developed an original cosmology
with Nature (natura) as the first principle. Nature, the totality of all things that are
and are not, includes both God and creation, and has four divisions: nature which
creates and is not created, nature which creates and is created, nature which is
created and does not create, and nature which is neither created nor creates. These
divisions participate in the cosmic procession of creatures from God and their return
to God. As everything takes place within Nature, God is present in all four divisions.

In the Periphyseon, Eriugena enthusiastically incorporated many Greek Christian
theological concepts. God is conceived of as a nameless One beyond being, who
cannot really be spoken of, whose first act is to create himself by a kind of self-
externalisation or self-emanation, from non-being into being. The creation of the
universe proceeds as a timeless unfolding (proodos, exitus) from this divine first
principle through the Primary Causes into their spatial and temporal effects until
the process reaches the limit with unformed matter. All things remain in being due
to the first principle and all seek to return to it in the general return of all things
(epistrophe, reditus). All created things are copies of the Ideas (called Primordial
Causes) in the mind of God and so too human nature is originally a Platonic Idea
in the divine mind. However the human failure to understand its true nature as from
God due to the distraction of created, temporal images (phantasiai), leads to the Fall
into the spatio-temporal realm of sense. However, through intellectual contem-
plation (theoria) and divine illumination (which is the divine self-manifestation,

171



DERMOT MORAN

theophania), humans may achieve salvation and a return to their perfect state (also
known as heaven). To the very few it will be given to achieve unification (henosis)
with God, also known as deification (theosis, deificatio). This Greek Christian
notion of deification emphasises the unity without remainder between the blessed
and God. This is a radicalisation and interpretation of the Augustinian theme that
God became man so that humans can become God.

Eriugena influenced contemporary philosophy in France, notably at Laon, Auxerre
and Corbie but had no detectable influence on writers such as Anselm. The
Periphyseon again became popular in the twelfth century, circulating in the para-
phrase of Honorius Augustodunensis, Clavis Physicae. Eriugena influenced twelfth-
century thinkers including Hugh of St Victor, Alanus of Lille, Suger of Saint-Denis
and William of Malmesbury. In the thirteenth century, the Periphyseon was asso-
ciated with the writings of David of Dinant and Amaury of Beéne, two theologians
at the University of Paris, and condemned with them in 1210 and 1225. In the later
Middle Ages both Meister Eckhart of Hochheim (¢.1260-¢.1328) and Nicholas of
Cusa (1401-64) were sympathetic to Eriugena and familiar with his Periphyseon,
but others condemned his work as a form of pantheism.

THE ELEVENTH CENTURY: ST ANSELM OF CANTERBURY
(1033-1109)

Eleventh-century philosophy continued to be framed within the outlook of Saint
Augustine, since there was still no direct access to classical authors and Eriugena’s
Greek inspired Platonism were generally ignored. Instead the school curriculum was
formed by various standard handbooks or compilations summarising the seven
liberal arts. Despite this paucity of original material, a number of eleventh-century
philosophers, most notably Anselm, Lanfranc, Peter Damian and Gaunilo, made
important contributions by pursuing a rigorously dialectical (i.e. logical) method
of argument based on rational premises which led to the twelfth-century flowering
of dialectic in the work of Abelard and others. Peter Damian (1007-72), who raged
against secular philosophy, actually made some significant advances. Discussing the
question of whether God, who is understood to be all powerful, had the capacity
to make something which has already happened not in fact have happened at all,
i.e. whether God could change the past or whether the past had a certain kind of
necessity, Peter Damian analyses the nature of possibility and necessity. He
distinguishes between that necessity which is ‘the consequence of statements’ and
actual necessity. If it is raining now then necessarily it is raining. This is the necessity
of statements. Actual necessity, on the other hand, means whatever must be the case
in all circumstances. God’s power is not bound by the necessity of statements and
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hence God could change the past since the past is contingent and not something
which must at all times be the case.

Anselm of Canterbury (1033-1109) is best known for his argument for the
existence of God, versions of which re-appear in Bonaventure and Duns Scotus, as
well as Descartes, Spinoza, Leibniz. On the other hand, it was rejected both by
Thomas Aquinas and by Kant, who labelled it the ‘ontological argument’, meaning
thereby that it is an argument from the mere conception of a thing to its reality or
existence, a move Kant thought was illicit. Anselm’s argument also brings to light
difficulties in understanding the meaning of some of the basic philosophical notions
like existence, possibility, necessity, notions central to metaphysics. In actual fact
Anselm offers not one, but a number of different arguments for the existence of
God in his Monologion.?® In a subsequent work, Prosologion, he seeks to reduce
his main arguments for the existence of God to a single proof.

In the Monologion Anselm claims to be following Augustine’s De Trinitate, a
work which examined the ways in which the mystery of the divine Trinity can be
contemplated in the nature of created things. According to Augustine, all created
things bear the stamp of their maker and display traces (vestigia) of the divine
Trinity. Anselm, too, is seeking to discover the nature of God and his existence from
created things. He begins with the Neoplatonic assumption that there is a hierarchy
evident in nature: some things are better, more valuable, and so on, than other
things. From the thought of this hierarchy of things, we can form the thought of
‘that than which nothing greater can be thought’. The Monologion argument goes
as follows: given that there are different goods in the world, although they actually
differ in that some are better than others, nevertheless there must be some quality
which they share if they are all to be called good. This quality they share must itself
cause those things to be good in their respective ways. They are good through this
cause, they participate in this quality. But this quality must be itself good on its own
or through itself (per se) or else we would have an infinite regress of goods that were
better than each other without a highest good. There must therefore be something
which is perfectly good, and this we call ‘God’. The form of this argumentation is
clearly Platonic, going back to Plato’s Phaedo, and indeed, in the thirteenth century,
Aquinas will employ this form of argumentation in his fourth way of demonstrating
the existence of God (Summa theologiae, 1a.2.3). Anselm concludes his argument
in the Monologion as follows:

Therefore, necessarily, there is a nature which is so superior to some [other] or
some [others] that there is no [nature] to which it is ranked as inferior.

This prefigures the definition of God in the Proslogion as ‘that than which nothing
greater can be thought’.
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While Anselm believed he had given a number of satisfactory arguments, a
‘connected chain of many arguments’ for the existence of God in the Monologion,
in the Proslogion he announced that he now wanted to put forward a ‘single
argument’ (unum argumentum) which on its own suffices to prove the existence of
God.*? Despite the fact that he begins the Proslogion saying he is following faith
and seeking understanding, in fact he is offering a purely rational demonstration.
He claims to proceed ‘by rational means alone’ (sola ratione) as he says in Why
the God-Man? (Cur Deus Homo?¢). Indeed, Anselm often invokes the ‘necessity
of reason’ indicating that he accepts that rational arguments in themselves are
compelling.

Anselm’s strategy in the Proslogion argument is to offer a definition of God which
will be acceptable to both believer and non-believer, and then to show that what
is referred to in the definition must exist, because the alternative is impossible.
This kind of argument is called a reduction to absurdity, reductio ad absurdum. He
begins by referring to ‘the Fool’ (insipiens), or ignorant one, in the Psalms, who has
said in his heart that there is no God.*! Anselm’s Fool is a disbeliever who accepts
that the very notion of God is coherent (i.e. not self-contradictory), and is merely
asserting that no being answering that description actually exists. Anselm’s next
step is to try to get agreement about what the concept of God means:

We believe that you are something than which nothing greater can be thought.

Medieval authors always relied heavily on traditional authorities and Anselm is no
exception. For this definition, Anselm drew on the Roman philosopher, Seneca, who
in his Eight Books of Natural Questions, answers the question ‘What is God?’ as
follows: ‘his magnitude is that than which nothing greater can be thought’.
Augustine has several variations on this formula in his O# free Choice of the Will,
in On Christian Doctrine 1.7.7, ‘something than which there is nothing better’
(aliquid quo nibil melius sit), and in the Confessions Book VII.4.6.

Anselm employs various formulations: God is ‘that than which nothing greater
can be thought’ (aliquid quo nihil maius cogitari possit) or ‘that than which a greater
can not be thought’ (quo maius cogitari nequit). God is the greatest conceivable
being, a greater being cannot be conceived. But Aquinas in fact was doubtful
whether this was an adequate definition of God or even whether most people
would regard it as the meaning of the term ‘God’. In his Summa theologiae 1a.
2.1.2, he says:

Someone hearing the word ‘God’ may very well not understand it to mean ‘that
than which nothing greater can be thought’, indeed some people have believed
God to be a body.
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The phrase ‘that than which nothing greater can be thought’ (id quo maius nibil
cogitari potest) in both English and Latin is deceptively complex. It involves a
negative comparison: God is that being than which nothing greater can be conceived;
no greater being than this is conceivable. Occasionally, Anselm reformulates it in
positive terms: God is the greatest (most perfect) being conceivable. But his more
considered position is found in Proslogion Chapter XV: God’s being transcends our
human powers of conceiving of Him; God is greater than can be thought, i.e. God
is greater than any conceivable thing, and His greatness consists in part in being
unthinkable. Indeed in his reply to a challenge from Gaunilo, an otherwise little
known monk of Marmoutier, who wrote a refutation of Anselm, Pro Insipiente (On
Behalf of the Fool) Anselm stresses that the positive version ‘greater than everything’
(maius omnibus) is not equivalent to the negative phrase ‘that than which nothing
is greater’. The first merely says God is the greatest being, and the second says God
is greater than the greatest.

Anselm accepts the medieval hierarchical assumption that one thing may be said
to be absolutely better than another thing: immutable things are better than mutable
things. Incorporeal things are better than corporeal things (following Augustine).
‘Better’ here means possessing more perfections or attributes. In his Reply to
Gaunilo, Anselm explains:

For we believe of the Divine being, whatever it can, absolutely speaking, be
thought to be better than not to be. For example, it is better to be eternal than
not eternal, good than not good, goodness-itself than not goodness-itself.

Anselm’s definition also contains a reference to human understanding or thinking.
What does the phrase ‘can be thought” mean? Anselm does not think he is using
the term ‘conceive’ or ‘think’ here in the psychological sense, to mean mentally
entertain or imagine. Rather he means what is logically or conceptually possible.
Indeed, Anselm distinguishes between imagining and conceiving. Our imagination
is indeed limited, but our ability to conceive is limited only by the law of
contradiction. I can conceive of anything that is logically possible. Anselm thus
identifies conceivability with logical possibility. God is the highest being conceivable
hence God is the greatest possible being.

Anselm then develops the argument in the following way: to talk intelligibly
about God requires understanding the term ‘God’ even if denying His existence.
Second, the term ‘God’ means ‘something than which nothing greater can be
conceived’. Now, Anselm introduces a new premiss: ‘but whatever one understands
exists in the understanding’ (quod intelligit in intellectu eius est). Anselm says
explicitly that what is understood is in the understanding:
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Observe then that, from the fact that it is understood, it does follow that it is
in the mind. For, just as what is thought is thought by means of a thought, and
what is thought by a thought is thus, as thought, in thought (in cogitatione), so
also, what is understood (quod intelligitur) is understood (intelligitur) by the
mind (intellectu), and what is understood by the mind is thus, as understood,
in the mind (in intellectu). What could be more obvious than this?

This assumption is very problematic. Anselm appears to believe that whenever
something is understood, then that thing itself exists in the mind. He admits that
fictional or imaginary or ‘false’ things (falsa) have no existence outside the mind,
but he appears to believe that they have something we might call ‘mental existence’.
But, from the fact that I understand what a table is, it does not follow that there
is actually a table in my mind. Speaking of something being ‘in’ the mind is
metaphorical. Anselm is operating with the assumption that there are at least two
kinds of existence, which we might term ‘mental’ and ‘actual’ or ‘real’ existence:

For it is one thing for an object to exist in the mind (iz intellectu), and another
thing to understand that that object actually exists.

Anselm explicates this distinction with an example of a painter:

Thus, when a painter plans beforehand (praecogitat) what he is going to
execute, he has [the picture] in his mind (in intellectu), but he does not yet think
that it actually exists (esse) because he has not yet executed it. However, when
he has actually painted it, then he both has it in his mind and understands that
it exists because he has now made it.

The painting exists twice: first, as it is in the artist, and then again as it is in physical
reality. Anselm assumes that somehow it is the same painting which has a dual
existence: in the mind (in Latin variously iz intellectu or in mente) and in reality (in
re). By analogy with the painter who thinks beforehand of his painting, Anselm
now suggests that someone who is considering the very notion of a God has actually
got GOD (the entity) in his mind. Hence GOD has at least got mental existence or
exists ‘in the understanding’ (i intellectu). Anselm here exploits an ambiguity. When
we think about GOD, what have we got in our minds? Is it GOD - the actual entity
—which is in our understanding? Or is it rather the concept of a God, that is meaning
of the term ‘God’ which is in our understanding? Anselm wants us to believe the
former; i.e. that GOD itself, is in our understanding and so to conclude that once
we think of God we must admit that GOD exists — at least in our understanding;
that GOD has at the very least got mental existence.
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Anselm now proceeds: we can in fact think of something greater than mental
existence. Whatever possesses both mental and real existence must be better than
that which possesses mental existence alone. Sometimes Anselm is just claiming that
something which exists in two ways is better than something that exists in one way.
If we call mental existence ‘a’ and real existence ‘b’, then the argument is of the
form: ‘a+b>a’. But sometimes Anselm does argue that real existence is better than
merely mental existence. Here the argument is of the form ‘b>a’. Gaunilo reproduces
this latter reasoning in his summary of Anselm’s proof:

For if this same being exists in the mind (iz intellectu) alone, anything that existed
also in reality (in re) would be greater than this being, and thus that which is
greater than everything would be less than something and would not be greater
than everything, which is obviously contradictory.

Since God possesses all perfections and those in the highest measure, God must
possess the highest measure of existence as one of those perfections. That highest
perfection is possession of both real existence and mental existence. Therefore God,
if God is to fulfil the very definition we have accepted for Him, must have real
existence as well as mental existence. We know already that God has mental existence
and we have now proved that God has real existence. Therefore God exists.

A second version of this argument in Proslogion Chapter Three turns on the
distinction between God possessing existence and God necessarily existing. This
modal version on the proof is considered to be considerably stronger. Anselm himself
elsewhere showed interest in the metaphysics of modal terms — the meaning of
necessity, possibility, and so on, concepts that also received considerable attention
among Muslim philosophers (e.g. Avicenna) writing roughly at the same time.

TWELFTH-CENTURY RENAISSANCE
The schools of Chartres and St Victor

The so-called twelfth-century philosophical ‘renaissance’ took place in France and
was centred in the Cathedral schools of Notre Dame, Chartres and St Victor, and
involved the revival of learning in a new institutional setting. The Cathedral schools
— especially St Victor and Chartres — grew in importance and eventually would
supply teachers to the new universities of the thirteenth century. The philosophy of
the period is characterised by a vigorous Platonic cosmological speculation inspired
by the Timaeus (renewing interest in a work that had been ignored for more than
five hundred years), and also by an interest in dialectic and the liberal arts, based
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on readings of Boethius, Macrobius and Martianus Capella. The twelfth century
also saw the dawn of a new understanding of nature, attempting to understand it
for its own sake and not merely as a mirror of Scripture. Drawing on Calcidius’
Commentary on the Timaeus, twelfth-century Platonists (Bernard of Chartres,
Thierry of Chartres, and William of Conches) developed an account of the world
in terms of the four elements and in terms of complex number symbolisms, stressing
the relation between macrocosm and microcosm, and harmony between the divine
and created spheres.

From the Middle Platonists onwards, Christians had noticed the parallels between
Plato’s Timaeus and the account of creation in Genesis. Moreover, Plato’s literary
method of exposition was similar to Christian parable; both use fables and symbols
(integumenta, ‘coverings’) which require interpretation. The most prominent twelfth-
century Platonist William of Conches, who probably taught at Chartres between
1120 and 1150, wrote the most extensive medieval commentary on the Timaeus.
He also commented on Boethius’ Consolation of Philosophy and composed two
systematic works, Philosophia mundi and a revised version entitled Dragmaticon,
set in the form of a dialogue between the Duke of Normandy and the Philosopher.
For William, the Timaeus is a unified theological work displaying the beneficence
of the creator. God has established an unvarying natural law which is discoverable
at the heart of things. For William, God creates the intellectual realm and allows
other causes (e.g. stars) to govern the lower world, thus proposing a doctrine of
mediated creation at variance with Augustine’s single-act view. William of Conches
explicitly connects Plato with Pythagoras, and argues that since number possesses
the highest perfection, nothing can exist without number.

William saw himself as expanding on the teaching of Plato:

It is not my intention to expound here the words of Plato, but to set down here
the view of natural scientists (physici) concerning substances; but even if I have
not expounded Plato’s words, I have said all that he said about elements, and
more.

(Dragmatico)*

He attempts to define the elements and addresses the question as to whether they
are perceptible by the senses and corporeal and whether the division of matter ends
with these indivisibles (atoms). William takes the view that the four elements are
corporeal, unchanging substances which however are only found in combination.
The elements then are corporeal but actually grasped by intellect since they are too
small to be perceived by the senses on their own. Though they are unchangeable,
they are created. God first made the four elements from nothing and then everything
else out of the four elements, except the soul of man, which God made directly.
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A major challenge to Christianising Plato’s cosmology was to interpret the role
played by the Platonic Demiurge. Christian Platonists were initially quick to identify
the Demiurge with the Logos, the Second Person of the Trinity. This allowed them
to make a further identification between the Holy Spirit and the world soul (anima
mundi), which in the Timaeus enlivens the material cosmos. William of Conches
initially, in his Commentary on Macrobius, 112, 12, quite boldly identified the world
soul of the Timaeus with the Holy Spirit, as Abelard was alleged to have done. The
Council of Sens had condemned the identification, attributing it to Abelard. William
appears to have grown more cautious, simply offering a number of different views
in his Philosophia Book One (the world soul is the Holy Spirit, or a natural force
implanted in things by God, or a certain incorporeal substance in bodies) and
making no reference to the world soul in his Dragmaticon.

Bernard Silvestris’ Cosmographia is a partly versified, allegorical account of the
creation of the world that makes use of many Platonic ideas from the Timaeus,
including that of a world soul, personified as Endelichia (who also appears in
Martianus Capella and Cicero), but in a manner quite different from William of
Conches. Bernard has a world of ideas (Noys) and a domain of unformed matter
(personified as Silva — Calcidius’ term for ‘matter’). Gradually Noys imposes order
on Silva until the whole world has been made. The sensible world imitates the
intelligible; man is a microcosm of the macrocosm. Bernard portrays Plato as
beginning with two principles: unitas et diversum, unity and diversity. Another
Platonic cosmology in versified form was Alan of Lille’s (¢.1120-1203) De planctu
naturae, a dialogue between the poet and Nature, influenced by Bernard Silvestris.

Peter Abelard (1079-1142): The Master of Dialectic

One cannot underestimate the importance of Abelard as providing the paradigm of
the gifted, independently minded dialectician who revelled in disputation. He is also
perhaps the most famous medieval philosopher, largely because of his doomed love
affair with Heloise. We know a lot about his life because he left an autobiography,
Historia Calamitatum (The Story of My Misfortunes).*> Abelard was born into a
noble family in Brittany in 1079, and while living in the house of Fulbert, the Canon
of Notre Dame, he had an affair with Fulbert’s niece, the young Heloise, when he
became her private tutor. When she became pregnant, and following the birth of
the child, Abelard secretly married her. He persuaded her to go to a monastery for
her safety, but members of Fulbert’s family attacked and castrated him. Heloise
remained a nun after this and Abelard entered the monastery at St Denis where he
became active in encouraging the monastic vocation. The bodies of Abelard and
Heloise now rest in the Pere Lachaise cemetery in Paris.
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Abelard studied dialectic with Roscelin of Compiegne (¢.1050-¢.1120) and
William of Champeaux (¢.1070-1120), the most famous Paris master of his day
and a renowned logician. Abelard sided with Roscelin and disagreed with William
on the subject of the status of universals and eventually broke away to set up his
own school of dialectic. William understood species and genera to be as real as
individual things whereas Abelard, following Roscelin, saw them as mere verbal
sounds that ultimately referred to individual things. He then studied with Anselm
of Laon but also disputed with him. Dialectic at the time consisted of a sophisticated
development of the classical logical corpus (the so called logica vetus or ‘old logic’)
— Aristotle’s Categories and On Interpretation together with Porphyry’s Isagoge
and Boethius’ De topicis differentiis (On Diverse Topics) as well as the works of
late classical liberal arts writers such as Martianus Capella. Abelard’s logic held that
logic was about things said (verba) as opposed to things (res), and on account of
this Abelard has been seen as anticipating nominalism. It paid particular attention
to the sentence (as did Stoic logic) and to what is asserted in a sentence, namely the
dictum (‘what is said’) as opposed to the dictio (act of asserting). For Abelard,
the force of the copula in a traditional judgement is to bring about the ‘saying’,
otherwise the sentence would merely be a collection of words.

Abelard also wrote on theology and ethics. His account of the Trinity got him into
trouble with Church authorities but he seems to have greatly enjoyed the controversy.
His dialectical work, Sic et Non had a strong influence on Peter Lombard’s Book
of Sentences (Liber Sententiarum, c.1155-8) which became a standard introduction
to theological reasoning in medieval universities. In this work in four books, Peter
Lombard (died 1160), Bishop of Paris, compiled citations from the Fathers relating
to various questions. Opposing opinions are ranked beside one another in a manner
which would be copied by the Scholastics of the next century.

THE ISLAMIC TRADITION FROM THE EIGHTH TO THE
TWELFTH CENTURIES

While all medieval scholars recognise the importance of the Islamic and Jewish
contribution, there is great controversy over its precise significance.** There is
even debate about whether it is more accurate to speak of ‘philosophy in Arabic’
rather than Islamic philosophy, since many of the writers in Arabic were Jews and
Christians. Mohammed died in AD 632 and, in less than a hundred years, Islam
had spread by militant conquest across North Africa to Spain and eastwards to
India. Islam encountered Greek philosophy in the Greek intellectual centres in
Mesopotamia, Syria and Egypt giving rise to a distinctive Islamic philosophy begins
in the eighth century in Baghdad. All the works of Plato and Aristotle as well as
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their commentators were known in the Islamic world, and the emphasis was on
finding agreement between these two authorities. Schools of translators translated
this Greek science and philosophy into Arabic. Islamic philosophy emerged with
the dialectical theologians in the schools of Baghdad and Basra. Great Islamic
philosophers include the Neoplatonist Persian philosopher, Al-Kindi (796-873),
who was active in Baghdad, Al-Razi (d. ¢.932), Al-Farabi (872-950) who developed
Aristotelianism, Ibn Sina (Avicenna, 980-1037) who combined the Neoplatonism
of Al-Kindi with the Aristotelianism of the Farabi school, Al Ghazali (1058-1111),
and Ibn Rushd (Averroes) who lived in Cordoba in Spain.*’ Islamic philosophers
were interested in the nature of prophecy and divine illumination.

Ibn Rushd was enormously influential in the Latin west in the thirteenth century
and especially important for his refutation of Avicenna’s views of the relevance of
philosophy to theology. Thomas Aquinas and others regarded him as the commen-
tator on Aristotle. His view of the nature of the separated intellect inspired a group
of thirteenth-century philosophers known by modern scholars as ‘the Latin
Averroists’. Even in his life he was a controversial figure and was banished from
Moslem Andalusia to North Africa although he was subsequently rehabilitated.
Nevertheless, he lost the battle with the Muslim theologians who continued to regard
him as doctrinally suspect (e.g. on the doctrine of personal immortality). By the
eleventh century philosophy had already declined in Baghdad, and, after Averroes,
Muslim philosophy generally went into a decline from which it has never recovered.

Islamic philosophy emphasised the unity of God and studied how God can be
both one and also possess attributes such as omnipotence, omniscience and so
on. The relation between the divine and human free will was also discussed as was
the nature of the human soul, and the problem of the relation between divine
creation found in the Koran and the Aristotelian teaching of the eternity of
the world (Al-Farabi). It is within Islamic philosophy that the discussion of essence
and existence emerged, an issue of central importance to Aquinas and Scotus.
Avicenna is important for placing emphasis on the necessity of the divine existence
which had important consequences for both Aquinas’ and Scotus’ proofs of the
existence of God.

MEDIEVAL JEWISH PHILOSOPHY

Jewish philosophy emerged in the Middle Ages largely in consort with Islamic
philosophy.*¢ Jewish philosophy did not prosper in Byzantium but, as a protected
minority in Islam, Jewish thinkers flourished in Baghdad and Egypt, and later in
Andalousia in Southern Spain, writing in Arabic and familiar with both the classical
Greek tradition as well as with Islamic philosophy. The growth of Jewish thought
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was hampered by persecution and the absence of dedicated institutions of learning
such as universities. But Jewish translators in Provence and elsewhere played an
important role in the transmission of classical texts into Northern Europe. Jewish
philosophers included Isaac Israeli (¢.855-¢.955), Solomon Ibn Gabirol (1021-
¢.1070), Crescas, Gersonides (1288-1344) and Moses Maimonides. As we have
seen, Philo Judaeus, although he may be counted as the first Jewish philosopher,
had no direct influence on Jewish thought as such, although he had a considerable
influence on the early Christian Fathers including Clement and Origen. The first
Jewish philosopher of the Moslem period was Saadia Gaon (882-942), who was
born in Egypt and headed the rabbinical academy of Sura near Baghdad. Jewish
Neoplatonism is represented by Isaac Ben Israeli and Ibn Gabirol. Isaac Israeli was
probably born in Egypt and has left four works, including the Book of Definitions,
which shows similarities with the work of Al Kindi, and offers a version of Plotinian
Neoplatonism where God is identified with the One. Isaac Israeli had an influence
on Albertus Magnus. Solomon Ibn Gabirol (1021-51), known as Avicebron
in the Latin world, who was born in Malaga and lived mostly in the towns of
Andalousia. He wrote religious poetry and his Fons vitae (Fountain of Life),
translated from the now lost Arabic original, circulated primarily among Christians.
It was commented on critically by Thomas Aquinas in his On Spiritual Creatures
(De spiritualibus creaturis) and denounced by Albertus Magnus in his De intellectu
de intellgibili for preaching that the intellect was material. For Aquinas, the main
import of the Fons Vitae, a work which sought to explain both the unity and
diversity of all things, was its advocacy of a doctrine which became known as
universal bylomorphism, the view that all things are composed of matter and form,
and that spiritual creatures therefore possess a ‘spiritual matter’.

Moses Maimonides (¢.1135-1204) is the most important Jewish philosopher of
the Middle Ages. He was born in Cordoba, but was forced to move from Andalusia.
In 1154 he travelled to Jerusalem and then to Cairo, where he became a court
physician. An important interpreter of Aristotle, his Guide of the Perplexed is a
major summa, written first in Arabic in 1190 and translated into both Hebrew and
Latin.*” Aquinas was deeply influenced by Maimonides’s discussions of the existence
of God and the nature of the divine attributes. Following Maimonides, Gersonides
attempted to refine problems he found in Maimonides’s teaching, often making use
of Averroes. Hasdai Crescas (¢.1340-1410) began the critique of Aristotelian ideas.
There were Jewish philosophers working in Spain until the expulsion of the Jews
in 1492.
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THOMAS AQUINAS (c.1224-1274) AND
THE NEO-ARISTOTELIAN REVIVAL

Aquinas’s philosophy was shaped by the methods of teaching of the newly established
universities as well as by his membership of the Dominican Order (founded in 1217).
All the great thirteenth century philosophers — Alexander of Hales, Albert the Great,
Aquinas, Bonaventure, Roger Bacon, Giles of Rome, Henry of Ghent, Duns Scotus
— were all associated with the university of Paris. The University of Paris had
received its Charter in 1200 and the first Dominican Chair was established in 1229.
The university was a corporation, not unlike a medieval guild. While its main
purpose was to produce theologians, it also was a centre for the production and
transmission of scientific knowledge. Students like Aquinas first enrolled in the arts
faculty and then progressed to theology. University instruction took the form of the
reading aloud and exposition of classical texts (lectio) and the holding of vigorous
debates (disputatio) where certain theses were defended or rebutted (e.g. ‘that the
world does not have a beginning in time’). A prerequisite for the Master’s degree in
theology involved writing a commentary on the Sentences of Peter Lombard.
Aquinas not only wrote such a commentary, but also lectured on the Sentences in
Paris from 1252 to 1256.

Thomas Aquinas wrote during the thirteenth-century revival of the writings of
Aristotle in western Europe. Although he was steeped in the Neoplatonism of his
teacher Albertus, and was familiar with the writings of Augustine, Boethius,
Dionysius the Areopagite, and the Book of Causes (Liber de causis), his real interest
lay in the interpretation of Aristotle and in reconciling his philosophical opinions
with the truth as revealed by his Christian faith. Aquinas went to considerable effort
to obtain reliable translations of Aristotle. William of Moerbeke helped to supply
him with better translations. But in his writing, Aquinas was a radical Aristotelian.

Aquinas was born into a prominent political family in Roccasecca, near Naples.
At the age of five, his family placed him in the Benedictine Abbey nearby in Monte
Cassino where his uncle was the Abbot. In 1239, at the age of fourteen or fifteen,
he entered the arts course at the University of Naples, where, under the tutelage of
the Irish-born philosopher, Peter of Ireland (Petrus Hiberniae), he began the study
of Aristotle, whose works had resurfaced in the Latin West. In 1244, he joined the
newly-founded mendicant order, the Dominicans, against the wishes of his family
who kidnapped and forcibly detained him for over a year in the family castle. He
eventually persuaded them to release him and he rejoined the Dominican house in
Naples. In 12435, his superiors sent him to Paris, where he remained until 1248,
possibly studying with Albertus Magnus, known as ‘the universal doctor’ on account
of his immense erudition. In 1248, Albertus was sent to Cologne to establish a
Dominican studium generale (which, though not a university, became an important
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intellectual centre) and Thomas may have accompanied him. Certainly he studied
with Albertus in Cologne after 1248. Sometime between 1248 and 1252 he was
ordained. In 1252, Thomas went back to the University of Paris to continue his
graduate study of theology. The Paris theology faculty was hostile to the new
mendicant orders, the Franciscans and the Dominicans, and initially refused him
his Master’s degree, but, after papal intervention, they recanted. From 1256 to 1259
he taught as a Master of Theology at Paris, then he travelled in Italy to Orvieto,
Rome, and Viterbo. In 1269, he returned to Paris where he taught until 1272. In
1274 he died in Italy near Naples, where he had been sent to set up a theology
faculty at the University of Naples. Isolated statements from his writings were
included in a general condemnation of 219 philosophical theses issued by Stephen
Tempier, Bishop of Paris, in 1277. The Dominican order, however, adopted many
of his works in their teaching and Aquinas’s work was rehabilitated in 1324 by the
Archbishop of Paris. Subsequently, he has been recognised as one of the foremost
Christian philosophers, and, in the nineteenth century, Pope Leo XIII decreed that
his works should form the basis of Christian intellectual formation, leading to the
development of the Neo-Thomist movement. Central to the Neo-Thomist inter-
pretation is the emphasis on Aquinas as a philosopher of being. God is understood
as pure being, esse purus, pure act of existence, whose entire essence is realised in
existing. All created things participate in being through an act of existing, actus
essendi, which actualises their potential (but previously non-existent) natures. This
distinction between essence and existence, superimposed upon the Aristotelian
principles of form and matter, brings about a new metaphysical account of being.

Aquinas wrote commentaries on selected books of the Bible. He wrote important
and original philosophical commentaries on Aristotle — twelve commentaries in all
— of which the Metaphysics and On the Soul (De anima) are among the most
significant. In these commentaries, Aquinas shows considerable knowledge not only
of Aristotle, but also of his Muslim commentators, especially Ibn Rushd (Averroes)
and also the Jewish philosopher, Moses Maimonides. Thomas himself is always a
critical reader who shows his independence of these authorities. For instance,
Averroes had interpreted a passage in Aristotle’s De anima as meaning that there
was a single intellect for all humans. Aquinas, on the other hand, defended the view
that each human being has an individual intellect, a view which he took to be more
in keeping with Christian teaching on the person.

In attempting to reconcile Aristotle with Christian faith, Aquinas also had to face
the question as to whether the Aristotelian doctrine of the eternity of the world was
compatible with the Biblically-inspired concept of creation from nothing (creatio
ex nihilo). Aquinas argued that the concept of a creation does not in itself rule out
the possibility that the world always existed in time. He argued that the concept of
creation required only that the world have a ‘total cause’ for its being.
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Aquinas held many disputations, including on the nature of truth (De veritate),
on the power of God (De potentia Dei), on evil (De malo), and on the nature of the
soul (De anima). Early in his career, he wrote his first purely philosophical treatise,
Omn Being and Essence (De ente et essentia) which develops concepts found in
Aristotle’s Categories.*® But his most important works are his two great summaries
of philosophy and theology, the Summa Contra Gentiles (1259-65)*° which
summarised arguments to convince non-believers to convert to the Christian faith,
and the Summa theologiae (begun 1266 and unfinished at his death), which
addressed in systematic fashion questions concerning the nature of God, creation,
human nature and the nature of salvation.

The Summa theologiae has a structure which reveals its origins in school discus-
sion. A question is proposed, such as ‘does God exist?’, and then certain arguments
are put forward opposing an affirmative reply (called ‘objections’). This is followed
by an opposing statement, called a ‘sed contra’ (‘but on the other hand . . .’) which
usually quotes an authority who supports an answer contrary to the opposing
‘objections’. This is followed by a section where Aquinas articulates his own
position, the ‘respondeo’ (‘T answer’) and finally he gives a list of replies to the first
set of objections.

Aquinas on the Five Ways

Aquinas’s discusses the existence of God in many of his works, beginning with the
Commentary on the Sentences of Peter Lombard, including the Summa Contra
Gentiles (hereafter, ‘SCG’) and Summa theologiae (hereafter, ‘ST’). The SCG
develops two of the arguments at some length, whereas in Summa Theologiae, Part
1 Question 2 Article 3 (henceforth ST 1a. 2.3) Aquinas puts forward ‘five ways’
(Latin: quinque viae) to demonstrate the existence of God in an extremely condensed
and sketchy fashion.’® In this chapter we shall focus solely on the First Way.
First of all, Aquinas disagrees with Anselm’s a priori approach to proving the
existence of God from the mere examination of what is entailed in the very concept
of God. Instead, Thomas’ proofs are based largely on his understanding of
arguments found in Aristotle’s Physics and Metaphysics and take the existing real
world as their starting point (hence Kant called these kinds of arguments
‘cosmological’). Aquinas wants to show that events in the real world, such as the
existence of change, require causes and that by a chain of argument it can be shown
that a first cause must exist. He takes it for granted that this first cause of all is what
Christians call ‘God’.
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The First Way (the proof from movement)

The first argument is called the argument ‘from motion’ (Latin: ex motu) or change,
and Aquinas thought this way was more obvious (manifestior) than the other ways.
Aristotle (especially his Physics Book 5. 226a) distinguished between three kinds
of change: (a) locomotion, i.e. physical change of place (such a stone rolling down
hill or water flowing); (b) change of quantity, such as a plant growing larger or a
leaf shrinking; and (c) change of quality which Aristotle calls ‘alteration’, i.e. a leaf
changing colour. All kinds of change are included in Thomas’ concept of motus.

Aquinas begins by claiming that it is evident to our senses that some things are
in a process of change: ‘Some things in the world are certainly in process of change:
this we plainly see.” Change, as such, is an observable fact. In SCG 1.13 his example
is the sun moving: “That some things are in motion — for example, the sun — is evident
from sense’ (SCG 1.13.3). Aquinas believes that change requires an explanation —
a cause. He next claims everything which is changed is changed by something else:
‘Now anything in process of change is being changed by something else.” Aquinas,
following Aristotle, believes that, in order for change to take place in the most
general terms, something must come to have a characteristic it did not have before,
for example, water boiled in a pot goes from cold to hot. Water gains the charac-
teristic or property of ‘being hot’. Aquinas says:

it is a characteristic of things in process of change that they do not yet have the
perfection towards which they move, though able to have it; whereas it is a
characteristic of something causing change to have that perfection already.

A cause is that which actually possesses the characteristic (Aquinas uses the term
‘perfection’ to mean a property or characteristic) it is about to impart to the thing
which will undergo change. Thus a hot ring on a stove is actually hot and it imparts
heat to the pot which imparts heat to the water in the pot. Before the water becomes
actually hot we can say that it is potentially hot; it is the kind of thing which is
capable of being hot in the right circumstances. Something can undergo a specific
change according to Aristotle and Aquinas, only if its nature is capable of supporting
that change.

Aquinas assumes that nothing can change itself, since it would then both actually
have the quality or characteristic it wanted to bring about in itself and also not have
the quality (since change means that a thing gains a property it did not have before).
This is impossible; if a wall is actually white it cannot change its colour to white.
Aquinas concludes from this that nothing can change itself. Therefore everything
which is changed is changed by another. Actually, Thomas Aquinas does acknowl-
edge that some things do move themselves. Following Plato and Aristotle, he thinks
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of the soul as a self-moving principle. So he could say that the stick is moved by the
arm and the arm is moved by the soul but that the soul moves itself. But he finally
thinks even self-moving causes require explanations and so posits a first cause. This
move has got him into difficulty with some critics.

Aquinas recognises that there is a chain or sequence of changes and hence a chain
of causes of change:

Of necessity therefore anything in process of change is being changed by
something else. Moreover this something else, if in process of change, is itself
being changed by yet another thing; and this last by another.

Aquinas claims that an infinite chain of causes is impossible and the changing ‘must
stop somewhere’. For both Aristotle and Aquinas, if there is to be a genuine causal
explanation, there must be a first cause. Aquinas takes an example from Aristotle’s
Physics 8.5 256a: a stone is moved by a stick and the stick is moved by a hand,
which in turn is moved by a man. In this simple sequence the man is the first mover
and without him moving, nothing else would subsequently move. Both Aristotle
and Aquinas think that a chain of causes which went on endlessly would not be
capable of being sustained, because unless there is a first cause there is no subsequent
cause. It belongs to the very meaning of causation, that we explain everything with
reference to a first. Aquinas then finds it inconceivable that an infinite series of causes
could be possible.

Part of the problem is that there are at least two different ways in which a series
could be infinite. The actual example which both Aristotle and Aquinas invoke (the
hand moving the stick which moves the stone) illustrates the case of a chain of
simultaneous movers. In other words there is no temporal succession: each cause
acts simultaneously with the next. The hand is in motion at the same time as the
stick and the ball. This kind of causation is often referred to as ‘vertical’: one cause
underlies another in a vertical chain. Other kinds of causal chains would have
temporal succession, often referred to as ‘horizontal’ causation. For example, the
ancients considered the case of human reproduction, for every son there is a father,
so the father causes a son and that son may himself go on (at a later time) to cause
a son, and so on. But here not all the causes are simultaneous. Over generations,
the earlier causes die off and cease to exist. Aquinas then had to face the problem
of how this causal chain could keep going. Could there be an infinite series of
fathers, especially since Aristotle taught that the world was eternal?

Muslim philosophers, notably Avicenna, proposed a solution to this problem, a
solution which Aquinas adopted in SCG, based on a distinction between accidental
(per accidens) causation and real or intrinsic (per se) causation. The father is the
real cause of the son existing in the first place, so the father is said to be the cause
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of the son gua (as) human being. But the father is strictly speaking not the actual
cause of the son himself going on to become a father. The father is the accidental
(per accidens) cause of the son’s becoming a father in his own right. A cause is per
accidens when what causes it is not precisely responsible for what it appears in turn
to cause the effect to do. Thus for example, if one person (A) is hammering and
then passes the hammer to the second person (B), it is merely accidental that A is
the cause of B’s hammering. Similarly the father is the cause not of the son’s ability
to bring about another son but rather the father is the cause of the being of the son
and only accidentally the cause that the son is himself a father to another son. For
Aquinas, the real per se cause of the son’s becoming a father is God. Therefore no
matter whether there is an infinite series of fathers there is still only a finite chain
of causation, since God is the first cause required to sustain the chain of causation.
Clearly this view of causation is at the heart of Aquinas’ proofs and it has been
regarded as problematic by many philosophers.

Why does Aquinas hold that an infinite series of causes is impossible? We can
easily imagine an infinite chain of causes stretching back endlessly with no first
point. As a matter of fact, Aquinas himself was not completely opposed to the view
that the world might have existed eternally and that there might always have been
change. In ST 1.46.2. 7 he explicitly supposes that the generation of one human
from another is endless. He is really arguing that an explanation which stays at the
level of causes which themselves have causes (what Aquinas called ‘intermediary’
causes) is not a genuine explanation. For Aquinas, as for Aristotle, a true
explanation must go back to a first cause or first principle. This is discussed in more
detail in the Summa Contra Gentiles. Aquinas rejected an infinite sequence of causes
on the grounds that an explanation that never terminates in a first principle is not
an explanation. In the Nicomachean Ethics, Aristotle said that if we desired each
thing for the sake of the next and this went on endlessly then we could never get
started. There must then be something we desire for its own sake, and all other
things are desired for the sake of that thing we desire for its own sake. In the Physics,
Aristotle gives arguments against the possibility of an infinite series of movers or
causes. Aquinas concludes that for any change there must be a first principle which
causes that change, but which is itself unchanged, and this he says is God. God is
the cause of change which is not itself changed. Aquinas says: ‘and this is what
everyone understands by God’. Hence he concludes that God exists.

Now, there are many problems with this argument. First we have the assumption
that anything which changes requires a cause of that change. Why does Aquinas rule
out random or accidental change? It might be that things start causing one another
after a while but that the initial situation was one of mere chance occurrence.
Second, we have the assumption that a chain of causes cannot go on ad infinitum,
this assumption has been seen as untenable. Third, we have the assumption that all
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the causes go back to a single first cause. Why could there not be a whole host of
different types of first causes? That which causes the physical material world to
exist, need not be the same cause as that which produced living beings. Aquinas
just assumes all chains of causation will dovetail back to a single starting point, but
this assumption is not supported by argument. Finally, many people might not
accept that this first cause is God. After all, a huge cosmic explosion or ‘big bang’
might be the cause of everything which subsequently exists in the universe, this does
not mean that that first explosion is God.

A more grievous problem, which has been pointed out by Anthony Kenny,’! is
that Aquinas’s argument depends on an analysis of causation which goes back to
Aristotle. According to this analysis, it belongs to the meaning of the concept of
cause that a cause will actually possess the property that it will impart to the effect.
Thus fire must actually be hot to cause the stick which is put in the fire to become
hot; but modern science has rejected this analysis of causation. The grain which
makes a cow fat is not itself fat; microwaves can generate heat without themselves
being hot and so on. Aquinas, according to Kenny, is not giving a straight-forward
metaphysical analysis, but rather is giving an analysis which presumes a classical
and discredited physics. His argument, therefore, does not stand alone but rather
presupposes a whole world view.

THE LATER THIRTEENTH CENTURY AND THE RISE OF
THE SCHOOLS

Late in the thirteenth century, especially at the University of Paris, philosophers
began to organise into schools. In fact, the existence and uniformity of these schools
has been challenged, but it is certainly the case, that the Franciscan and Dominican
Orders which now controlled Chairs of theology, tended to have their own
traditions of instruction and followed their own masters. Thus the Dominicans
followed St Thomas whereas Duns Scotus and Bonaventure were the masters for
the Franciscans. But one should not exaggerate this tendency; William of Ockham
for instance was a severe critic both of Thomas and of Duns Scotus. Besides Paris,
new centres of learning were developing, notably at Oxford and Bologna. Oxford
especially produced Robert Grosseteste (1170-1253) who became Chancellor
of the University. Born in Suffolk, he translated and commented on the books of
Aristotle, but his own theological interests were Augustinian and Neoplatonic. He
wrote an important work, De luce,’> which makes light to be both the metaphysical
and physical first principle of the cosmos — light is the first form of all things.
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JOHN DUNS SCOTUS (c.1266-1308)

Little is known of the life of Scottish philosopher and Franciscan priest, John Duns
Scotus, except that he achieved considerable renown as a teacher and commentator
in the course of a short life, becoming known as ‘the subtle doctor’. He entered
Oxford probably in 1288 to study theology, and was ordained a priest in 1291. He
was active in Oxford in 1300 as a bachelor in theology giving lectures on the
Sentences of Peter Lombard and participating in disputes. He then went to
the University of Paris in 1302 where he began new commentaries on the Sentences,
but the following year was expelled from France, caught up in a dispute between
the King and the Pope over the taxation of Church property. He may have spent
time in Oxford or Cambridge, but he returned again in 1304 to Paris, when he was
recommended for the Franciscan Chair of Theology. But within a few years, for
unknown reasons, he was removed from the Chair and sent as lecturer to the
Franciscan convent in Cologne, where he died in 1308. In his short life he attracted
many disciples, and wrote a great many works, most of which were still being
revised when he died. Many of his writings are in reaction to the works of Henry
of Ghent (¢.1240-93), the most important Paris master of his time.

Scotus’ philosophical writings include discussions on Porphyry and on Aristotle’s
logical works, a lengthy set of questions, much revised, discussing Aristotle’s Meta-
physics (only books I-IX are authentic), and a short discussion of questions on
Aristotle’s De anima. His theological writings include various commentaries on the
Sentences (including the Ordinatio, the Lectura; and the Reportatio parisiensis,
recent scholarship is sorting out the various versions and editions) two sets of
theological disputations, Quaestiones quodlibetales (Quodlibetal Questions), written
at Paris and the Collationes (Collations), and two treatises, De primo principio (On
the First Principle),’® a lengthy proof of the existence of God, and Theoremata
(whose authorship has been questioned).

It is impossible to summarise Scotus’ philosophy. He wrote on metaphysics, on
the nature of being, God, the transcendentals, on freedom of the will, and on many
other issues. In metaphysics, he championed the univocity against the more standard
analogical understanding of being. That is to say, Aquinas, Henry of Ghent and
others followed Aristotle in holding that the meaning of being changes depending
on the kind of thing of which it is predicated. God and creatures both have being
but in different ways. Nevertheless, there is a relation or proportion or analogy
between the manner in which God has being and that in which creatures have being.
Scotus opposed this arguing for the univocity of being, that it has the same meaning
for God and for creatures. Scotus’ argument for the existence of God is the most
complex of medieval arguments and has attracted a huge secondary literature.
Scotus argues for the ‘triple primacy’ of God - as efficient and final cause and as
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most eminent of beings. Scotus is also known for his subtle discussion of the
principle of individuation. He defends the need for a principle of individuation,
whereby essences which in themselves are neither universal nor particular are
instantiated through a specific principle which gives them their individuality of
‘thisness’ (haecceitas). His realist position on universals would be attacked by
Ockham. Indeed, Scotus was the most quoted figure in fourteenth century Scholastic
philosophy.

WILLIAM OF OCKHAM AND NOMINALISM

The growth of nominalism and of an interest in science is associated with the Merton
School of Franciscans at Oxford. The so called ‘problem of universals’ first arose in
relation to the interpretation of Aristotle’s Categories and especially a commentary,
the Isagoge or Introduction, written on that work by Porphyry, which was translated
into Latin by Boethius. In the Categories Aristotle has claimed that a substance
could be an individual entity, e.g. this man, but also that the general or universal
term ‘man’ also indicated a substance. This raised the question as to whether
universals were as real as individuals. A debate about realism and nominalism
erupted in the ninth century and again in the twelfth century with the writings of
Abelard, it continued through the fourteenth century and can rightly be seen to be
a major theme of medieval philosophy.**

William of Ockham (c.1285-1347)

William was probably born in Ockham, a village in Surrey and probably entered
the Franciscan order as a child. He would have followed the Franciscan plan of
instruction, probably in London, where he was ordained. He also studied in Oxford
where he completed his baccalaureate and between 1317 and 1319 lectured on Peter
Lombard’s Sentences, on which he wrote at least four commentaries. He also
produced commentaries on Aristotle’s logical works, probably while teaching in the
Dominican studium generale in London and he may have begun his Summa Logicae
around that time. However, he never became a Master and in 1324 he was
investigated for heresy, an accusation made against him by a provincial in his own
order who referred the case to the Pope then in Avignon. Ockham spent several
years at Avignon before being forced to flee, together with the Franciscan General
who supported him, Michael of Cesena in 1328. He took refuge in Munich under
the protection of Louis of Bavaria where he spent the rest of his life writing
theological and political tracts.
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Ockham is best known for his reductionist metaphysics which rejected the Platonic
reality of universals and sought to reduce ontological commitment. For Ockham,
as he puts it in his Commentary on the Sentences, ‘plurality is not to be posited
without necessity’, a saying which probably gave rise to the formulation usually
associated with him, namely ‘Ockham’s razor’: ‘entities are not to be multiplied
beyond necessity’. Ockham maintained that only singulars actually exist, and he
denied the reality of all the Aristotelian categories except for substance and quality.
There are strictly speaking no ‘actions’ although things act. Moreover, there are
only singular substances or qualities, an individual white thing not ‘whiteness’ exists.
He is opposed to the hypostatisation of qualities into universal entities. He offers
a semantic theory for treating universals which does not give them ontological
status. Universals are concepts, ways of speaking about things.

MEISTER ECKHART OF HOCHHEIM (1260-1327)

Eckhart is important as someone who was educated in the tradition of Paris philos-
ophy but also went on to speak and write in the vernacular, in his local German,
and some of his key concepts — detachment (Abgeschiedenheit) and releasement or
‘letting be’ (Gelassenbeit) were first formulated in his Middle High German in
sermons he gave mostly to convents of nuns. He was born probably around 1260
and joined the Dominican priory in Erfurt at the age of 15. By 1294 he was in Paris
commenting on the Sentences of Peter Lombard meaning that he had already
secured his Arts Degree at this time. At some point he left Paris to become Prior of
the Dominican house at Erfurt, where he probably wrote his first surviving German
work Talks of Instruction. In 1302 he returned to Paris to take up the Dominican
Chair in Theology, previously held by St Thomas Aquinas (the other Chair of
Theology was reserved for a Franciscan). Few works (aside from some Questions)>
survive from this time although he probably wrote his Latin commentaries on
Scripture at this stage. A year later, he was made Provincial of the new Dominican
province of Saxonia, a post he held until 1311, when he returned to Paris to take
up his Chair again. He held this post for two years during which he probably wrote
his scriptural commentaries. However, he was moved again, this time to Strasburg,
where he served as Vice-General with the responsibility of overseeing women’s
convents — including many Beguine communities. It was here that he wrote the Liber
Benedictus. In 1323 he arrived in Cologne probably as Head of the Dominican
studium generale there (founded by Albertus in 1248). In 1325 there was an
investigation into his work by the theologian Nicholas of Strasburg, his junior
in the Dominican Order, and it was found to be orthodox (this may have been an
attempt to stave off a full inquisition). Nevertheless, the Franciscan Bishop of
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Cologne ordered an inquisition into Eckhart’s writings in 1326, and he was charged
with heresy. Eckhart was the only Dominican ever to appear before the Inquisition.
He responded to his accusations, arguing that he might be in error, but could not
be a heretic, because he lacked the will. His case was referred to the Pope John XXII
(then at Avignon and who was also reviewing the case of Ockham). Eckhart set out
with some other Dominicans to walk to Avignon in 1327 to present his own case,
but he died in Avignon probably in the winter of 1327/8. On 27th March 1329 the
Papal Bill, In Agro Dominico (In the fields of the Lord) listed 28 articles, 17 which
were said to be heretical and 11 of which sounded evil and gave rise to the suspicion
of heresy.

A Dominican, Eckhart was influenced by Dominican thinkers such as Albertus
Magnus, Thomas Aquinas, Ulrich of Strasburg (¢.1220-77) and Dietrich of Freiburg
(1250-¢.1320), a tradition that stressed the importance of intellect. In his treatise
On the Intellect and the Intelligible, Albertus had written: ‘human beings, precisely
as human, are essentially intellect’.*® Both God and the soul are thought to be
intellectual by nature and to be pure intellects, and it is in this respect that the human
mind is the image of God (an important medieval theme). Intellect here means
something like consciousness or awareness or grasp or understanding. And the
highest form of intellection is considered to be self-knowledge.

Eckhart was also influenced by Augustine, Proclus, Avicenna and Maimonides.
He belongs to the mystic tradition of Pseudo-Dionysius, Eriugena, Albertus, the
author of the Cloud of Unknowing, Teresa of Avila, and John of the Cross. Following
the Neoplatonic tradition, Eckhart emphasises God’s unity and simplicity — likened
to a ‘desert’ due its complete absence of features. God is not in any place, not ‘here
or there’. We only know what God is not and for that reason he says, quoting
Augustine, ‘all Scripture is vain’. Meister Eckhart has the strong conviction that we
are blocked from appreciating the extraordinary transcendent and immanent nature
of God by our limitations. This is why he prays: ‘I pray God to rid me of God’.

Following Augustine, Eckhart claims that we must discover God within ourselves:
‘T do not find God outside myself’. The metaphysical justification is Neoplatonic.
For Eckhart, the soul in some sense remains a part of God or God remains in the
soul; God is said to be the ‘ground of the soul’. Eckhart’s first principle is always
this extraordinary transcendent goodness and grace of God, but he immediately
adds to this principle the wondrous claim that the human soul has an equally high-
ranking noble origin and dignified nature — an intrinsic nobility, which means that
deep within each of us there is a perfect reflection of the divine purity; in Eckhart’s
terms: a ‘little spark’ in the soul, an ‘interior castle’, a ‘nobleman’. The assertion
that the human soul carries something divine within it — something ‘uncreated’ as
Eckhart would often say — led to a suspicion that Eckhart was elevating human
nature to the same level as God, and these accusations feature in his condemnation.
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As with Eriugena, the act of God’s creation is said to be timeless and eternal.
There is a special event of understanding which he calls ‘the birth of the Son in us’.
According to Augustine, whom Eckhart quotes, this birth is always happening in
us, it is an eternal birth. In an important sermon, number 53 in the critical edition
of Joseph Quint, a sermon which dwells on the Scriptual text: Misit dominus manum
suam, Eckhart focuses on detachment as one of the central themes of his preaching:

When I preach, I am accustomed to speak about detachment, and that a man
should be free of himself and of all things; second, that a man should be formed
again into that simple good which is God; third, that he should reflect on the
great nobility with which God has endowed his soul, so that in this way he may
come to wonder at God; fourth, about the purity of the divine nature, for
the brightness of the divine nature is beyond words. God is a word, a word
unspoken.’’

God is, in Eckhart’s compelling image, ‘an unspoken word’, and hence all speaking
must somehow be in vain.

NICHOLAS OF CUSA (1401-1464)

Nicholas of Cusa (‘Cusanus’) is an extraordinary figure. A reforming Catholic,
eventually Cardinal, who participated in Councils of the Church and acted as a
papal emissary, he was a scholar and book collector, a mathematician and scientist.
Mostly self-taught in philosophy, and writing when nominalism was in the ascen-
dancy, he wrote original works of Neoplatonic Christian mysticism, emphasising
the infinity, transcendence, and unknowability of the divine. God is the ‘Absolute
Maximum’, the ‘coincidence of opposites’ (coincidentia oppositorum), the ‘not
other’ (non aliud), the unity of being (esse) and possibility (posse), for which
Cusanus coins the term possest. Cusanus was an eager collector of manuscripts.’®
His eclectic reading and avid interest in new topics marks him out as a Renaissance
man, indeed, he was known to the Italian Humanists who were his contemporaries.
In his mathematical speculations he has been seen as a forerunner of the seventeenth-
century Scientific Revolution.

Born in Cues, on the Moselle river east of Trier, Germany, in 1400-1, he may
have studied at Deventer, founded in 1379 by Gerhard Groote, and run by the
Brothers of the Common Life.’ In 1416 he entered the University of Heidelberg,
then a centre for nominalism and conciliarism, and then went to Padua, famous for
law, medicine, mathematics and science, in 1417, where he received his doctorate
in law in 1423. In 1425 he entered the University of Cologne, where the dominant
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tradition came from Albertus Magnus and there were vigorous disputes between
the Albertists, Thomists and nominalists. As a secretary to a German Bishop, he
participated in the Council of Basel (1431-37) and in 1434 wrote De Concordantia
Catholica which included proposals for the reform of Church and state and is an
important Conciliarist document. Later he shifted to the papal side. In 1437 he
travelled to Constantinople to invite the Byzantine church to a council, while there
he met the Emperor, and acquired the Theologia Platonica of Proclus. On his
journey back to Venice he had a vision which inspired the treatise, De docta
ignorantia (On Learned Ignorance, 1440, hereafter ‘DI’), a work in which he
developed the Augustinian view that God is better known by not knowing, by
arguing for a kind of knowledge which recognises the contradictions of thinking
about the divine and resolves them by considering God as the ‘coincidence of
opposites’.®? Cusanus simply begins by characterising God as maximum absolutum,
‘all that which can be’ (omne id quod esse potest, DI Liv.11). He is actually
everything which is possible (DI I.xiii. 14). God or the ‘Godhead’ (deitas) is ‘infinite
oneness’ (unitas infinita, DI 1.xiii.14). As such God is ‘incomprehensible’, because
our minds must use oppositions and these do not apply to God. The maximum is
‘incomprehensibly understandable and unnameably nameable’ (DI I.v.13). God
is ‘beyond all opposition” and ‘free of all opposition” (I.iv.12).

In 1444 he wrote his first dialogue, De Deo abscondito (On the Hidden God).
In 1450 Cusanus went to Rome where he wrote Idiota. De sapientia et de mente
(The Layman on Wisdom and the Mind, 1450),°! and several mathematical works
(including one on squaring the circle). In 1453 he wrote De visione Dei (On the
Vision of God). In 1452 he became bishop in Brixen, where he enforced reforms
but got caught up in local battles. In 1459 he returned to Rome, where he was held
prisoner for a time by some of his Brixen enemies. After his release, he withdrew
from politics. In his last years, he wrote the important works Trialogus de possest
(1460)%% and De li non aliud (1462), where he argues that God is ‘not other’.%3 In
1464 he died in Todi. Cusanus’ specific originality consists in his use of nominalist
claims about God’s infinite and unlimited power, combined with the Scholastic claim
that God is pure being (esse) and pure actuality (actus purus), to make the claim
that God is the infinite actualisation of all possibilities, and hence reconciles all
oppositions and indeed in beyond all oppositions. Cusanus takes these themes from
Proclus, Dionysius, Eriugena, Albert and Ecklhart, but wraps them in the language
of late Scholasticism and presents them with scientific and mathematical
embellishments. His writings break the form of Scholasticism and point towards
the new philosophy of Descartes.

195



DERMOT MORAN

EXERCISES

Medieval philosophy has been characterised as ‘faith seeking understanding’. Discuss.
The Platonic tradition prepared the way for Christianity since it held similar views on the
nature of God, creation, the soul and the body. Discuss.

Explain and discuss Eriugena’s fourfold division of nature. Does it amount to pantheism?
Outline critically one of Anselm’s arguments for the existence of God.

Discuss the merits and defects of St Thomas Aquinas’ First Way for demonstrating the
existence of God.

Write an essay on the impact of the Aristotelian revival on Christian philosophy in the
thirteenth century.

Write an essay on the conception of the divine in Meister Eckhart and Nicholas of Cusa.

NOTES

It has even been questioned whether it makes sense to speak of ‘Christian philosophy’ or
‘medieval philosophy’. The very sense of philosophy has to be considered in discussing
medieval authors.

For an account of this encyclical in relation to the debate over Christian philosophy, see
Joseph Owens, Towards a Christian Philosophy (Washington, DC: Catholic University of
America Press, 1990), esp. pp. 63-75.

It is difficult to set a precise date on the break-up of the Roman Empire; various dates are
significant, e.g. the sack of Rome by Alaric the Visigoth, which took place in 410 and
prompted Augustine to begin the City of God; or, 524 — the execution of Boethius, the last
great Roman senator and intellectual, who was working in a Roman Empire governed by
the Ostrogoth Theoderic; or, 529 — the date of Emperor Justinian’s decree to close the
pagan Platonic Academy at Athens.

For further information on this period see A. Armstrong (ed.), The Cambridge History of
Later Greek and Early Medieval Philosophy (Cambridge: Cambridge University Press, 1967)
and John Marenbon, Early Medieval Philosophy 480-1150 (London: Routledge, 1983).

See A. Kenny, N. Kretzmann and J. Pinborg (eds), The Cambridge History of Later Medieval
Philosophy (Cambridge: Cambridge University Press, 1982).

See, for instance, P. Dronke (ed.), A History of Twelfth Century Philosophy (Cambridge:
Cambridge University Press, 1988) and Alain de Libera, La Mystique Rhénane. D’Albert a
Maitre Eckhart (Paris: Seuil, 1994).

See P. Abelard, Dialogus inter philosophum, ludaeum et Christianum, ed. R. Thomas
(Stuttgart: Fromann, 1970), trans. P.J. Payer, Dialogue of a Philosopher with a Jew and a
Christian (Toronto: Pontifical Institute of Medieval Studies, 1979).

See Jasper Hopkins, Nicholas of Cusa’s De pace fidei and Cribratio Alkorani (Minneapolis:
The Arthur J. Banning Press, 1990). In the Cribratio, written after the fall of Constantinople,
Nicholas traces the errors of Islam to the Nestorian heresy.

Alain de Libera, La Philosophie médiévale (Paris: Presses Universitaires de France, 1993),
p. 367.
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7
MODERN PHILOSOPHY

The seventeenth and eighteenth centuries

Richard Francks

INTRODUCTION

The point of reading the history of philosophy — and the history of modern
philosophy in particular — is not that it tells us what people who are now dead used
to think, but that it helps us to understand what those who are now living currently
believe. The attitudes and beliefs which inform and structure the lives we currently
lead were not invented by us, but were inherited from our tradition: they are built
into the language, conventions and institutions that we inhabit. Philosophers are the
voices of that tradition: successful ones (which by definition any that we read today
must be) have succeeded in articulating ideas which people have a use for, and which
play some part in the evolutionary struggle between rival ways of thinking and living
that has produced our current orthodoxies. By reading the philosophy of the past,
therefore, we see something of how we came to be what we are; and more
importantly, by understanding the views of the past, and comparing and contrasting
them with what we take for granted, we come to understand our own positions the
better, and therefore give ourselves the possibility of changing them.

The six philosophers we will look at in this chapter are Descartes, Spinoza,
Leibniz, Locke, Berkeley and Hume — six people whose central works cover a period
of more than 100 years from the mid-seventeenth to mid-eighteenth centuries, a
time during which, it seems to me, the basis of the mind-set that we currently inhabit
was laid down. T will make no attempt in these little sketches to try to summarise
everything that these six authors wrote because (quite apart from the fact that I
wouldn’t know how) the result would only be a tedious and uninformative list.
Instead, for each author I shall select one or two ideas which I think are central to
their work, and which I think are important for the light they shed on our own
attitudes and self-understanding. By the end I hope you will have a grasp of one or
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two important points that the authors in question tried to make, and will be able
to start asking yourself whether and why you agree or disagree with them.

RENE DESCARTES: THE NEED FOR A NEW SCIENCE

Descartes (like others at the time) was far removed from the view that most people
in our society today take, in that he believed that the established intellectual
authorities, the experts in the universities, had no real understanding of the world
around them and merely propagated outdated ideas which benefited no-one
but themselves. At the same time, though, he shared with us the belief that if
you want to develop a secure and lasting understanding of life, the universe and
everything, the way to do it is through what we would call natural science. His
whole philosophical effort was devoted to attempting to convince people of those
two things.

The established learning of Descartes’s day was an observational, descriptive
study strongly influenced by the works of Aristotle and his later Christian
commentators. The best way to understand it is through its survival in the kind of
learning that is nowadays known as Natural History. In Natural History plants are
closely observed, and classified on the basis of their observable characteristics
(shape, size, colour, number and type of leaves, etc.), their behaviour (where they
grow, when they flower, what conditions they thrive in) and their uses (which ones
are good to eat, which are food for animals, which can be used as medicine, and
so on). The outcome of such learning is a set of interrelated classes or categories
which we still refer to by the Aristotelian terms of genus and species. Descartes’s
belief was that all such learning was valueless, and gave no real understanding of
the world. At its best it produced nothing more than a catalogue of the way things
look and the things they do, but it could offer no insight at all into what they really
were, or why they are as they are. And at its worst it was no more than a mass of
meaningless Latin jargon with which the so-called learned could intimidate the
curious. His aim was nothing less than the complete reform of all learning. He
wanted to sweep away the traditional categories, and to replace them with the new
science which was being practised by people like Kepler, Galileo, and Descartes
himself. Such knowledge, he tried to show, would be secure, reliable, useful, and
completely compatible with the important truths of Christianity. I will try here to
sketch out very briefly Descartes’s ontology (i.e. what the world, according to
Descartes, is really like) and his epistemology (his attempt to show that and how
we can have knowledge of that reality — which in recent centuries has become the
main focus of the work on him).
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Descartes’s ontology

I shall start by outlining Descartes’s account of the natural, non-human world, and
then explain how human beings fit into the story.

Non-human nature

According to Descartes, the natural world, when we look beyond superficial
appearances and consider it as it really is in itself (scientifically, as we would say),
actually consists of just one thing. What uneducated common sense sees as a rich
and complex world of uncountably many individual objects located within empty
space, the scientist Descartes understands as a single material continuum filling the
entire universe. That continuum makes up all of physical reality, from the outer
reaches of the stars to the Earth and all things on it and in it. The differences between
things in the world, which common sense — and Aristotelian science — thought of
as constituting different objects or different kinds of stuff, are really to be explained
by the different ways in which that single object is arranged, or the different ways
it acts in different areas and at different times. In Descartes’s language, there is only
one ‘material substance’ in existence; between what we call different objects there
is no ‘real’ or substantial difference, only a ‘modal’ difference, or a difference in the
way that single substance is, or acts.

That no doubt sounds like a strange and archaic story, the sort of thing that
speculative philosophers used to believe, but which we now know to be false. Its
purpose, though, is one we can understand and with which we can sympathise, and
one which reveals our contemporary attitudes as clear descendants of the Cartesian
story. In rejecting the Aristotelian system of individual and general substances and
replacing it with his own account of a single all-encompassing material plenum,
Descartes is making a crucial claim which we nowadays would accept without
question. He is saying that to understand any individual thing — say this beech tree
— we have to look for our explanation not in the particular characteristics of this
unique individual organism, and not in the general characteristics of all trees, or of
beech trees in particular. Instead the form our explanation must take is a universal
one, in terms of the nature and behaviour of matter in general.

We nowadays take this idea for granted, even though it is a relatively new one,
and it isn’t at all obvious how we would argue for it if challenged. Of course it is
useful to know about trees in general and about the particular characteristics of
different kinds of tree — but ultimately, surely, we know that the reason this
particular tree is as it is and does what it does is not because of some mysterious
essence of its own, and not because it is made up of parts which are essentially
treeish or beechy, but rather because of universal laws which apply to all physical
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objects (at least). That is the point which Descartes is making against the Aristotelian
orthodoxy when he asserts that there is only a single material substance: there is
only one matter, a seamless continuum of it filling the whole universe. And the way
that matter is arranged and operates, in accordance with strict, deterministic,
universal laws, explains everything that happens in nature.

For Descartes, the laws which govern the behaviour of the one material substance,
and which therefore explain every physical process in the universe, are laws of
motion. What makes the difference between what we call one object and the next
is not that they are unique individuals, and not that they are made of different kinds
of stuff, but that the universal material substance which makes up both of them
moves in different ways. The particles of matter which make up this cup are
arranged and fitted together in such a way that they move in unison — grab it by the
handle and lift, and the whole thing moves. In the same way, the matter of the saucer
is arranged in such a way as to give it a coherent identity and a relatively stable
existence, even though we know that at the microscopic and sub-microscopic level
particles are constantly being attached to or rubbed off it as the cup gets dirty or
wears, and even though we know that all the matter which currently makes up both
the cup and the saucer was once grains of sand under the ocean, and one day will
be rubble on a demolition site, or dust in someone’s eye. When the cup is lifted and
the saucer stays on the table, the air that separates them, by contrast, has no such
continuing identity. The matter which fills the ‘empty’ space between them is no
less real and no less solid that that which makes up cups and saucers and rocks and
mountains and beech trees, but it is disorganised, loose and separate, so that it offers
little resistance to the motion of other matter through it.

The only properties that universal matter possesses for Descartes are simple
mechanical ones, and incredible though it may seem, he held that all natural
processes are the result of three simple mechanical laws: those of inertia, rectilinear
motion and the conservation of motion. With those three simple laws — that things
don’t move unless pushed, or stop unless interfered with; that they travel in straight
lines unless made to turn; that in collisions the motion lost by one body is exactly
balanced by that gained by others — Descartes claimed that all natural processes
could be understood. The motions of the stars, the creation of the Earth, the
propagation of light, the eruption of a volcano, the weather, the growth of a flower,
the beating of the heart — everything that happens in the material, non-human world
is the inevitable consequence of the ways in which the different areas of the one
material substance interact in accordance with the three mechanical laws of nature
which God laid down at creation.

There is one particular feature of this story that I should make clear before we
go on to see how human beings fit into it, and that is the role of mathematics. All
physical processes can be explained through the mechanical properties of the
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different parts of matter. But those mechanical properties and interactions can all
be stated mathematically. The only features of an object that are important for the
scientist are size, shape and motion. We don’t explain anything that happens to our
beech tree by reference to its colour (colour is a function of the way light particles
bounce off the particles on its surface), or by how beautiful it is (beauty is a relation
between shapes and sizes), or by what it is made of (since everything is made of the
same stuff, differently arranged). Rather, all scientific explanations will tell us about
is the impacts between particles, and the outcomes of those impacts will depend
only on how many there were, how big they are, what shape they are and how
quickly they were moving. But all those properties can be stated as numbers — and
that fact is an essential part of Descartes’s story. What we see and hear when two
billiard-balls collide is only the appearance of the event, detectable with the eyes of
the body. The reality of that collision is a mathematical equation, stating how the
motions were distributed before and after the impact. That latter, non-sensory,
mathematical description is the only accurate description of the event we witnessed,
and our initial description in terms of separate coloured objects rolling over a firm
surface is only a very crude approximation to that underlying reality.

The place of human beings in Descartes’s world

The mathematicisable, deterministic mechanical system of the material world
accounts for all natural phenomena, including the lives of plants and animals, and
the human body. But that is as far as it goes. The beating of the heart, the circulation
of the blood, our sensory experience and our emotional lives can all, according to
Descartes, be given a purely mechanical explanation, as can similar systems in the
animal world. But some human characteristics are just not capable of that kind of
explanation. The ability to reason, to understand, for example, he thinks cannot be
accounted for by the mechanical interaction of particles. Mathematical knowledge,
and the knowledge of God, are things which the laws of mechanical nature could
never produce. And whereas all of physical nature is a deterministic, law-governed
system, human beings can think about their actions, and their reactions, and can
choose how to behave, and they are therefore, unlike animals and the rest of nature,
capable of moral understanding and of responsibility. These characteristics are a
result, Descartes thinks, of the fact that in addition to our living, functioning
mechanical bodies, human beings also have something else, which follows different
laws: we have — or more precisely, we are — a rational soul. That soul is closely
associated with our physical body while we are alive on earth — we feel its reactions,
and it responds to our decisions — but it is something quite separate, and immaterial.

It is because the soul is immaterial that it possesses the faculties of Will and
Understanding that no purely mechanical system can achieve. And because it
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is immaterial it is not capable of being broken up and destroyed in the way that
any material object can be, and so the soul of man is immortal. God, of course, is
immaterial, and human souls are in fact little finite copies of God, united with an
area of matter for the duration of their time on Earth.

In this way Descartes is able to defend himself against the accusation that by
seeking to overturn established learning — primarily at the time the property of the
Church - his new science is in danger of overturning religion. Quite the contrary,
he says. A true, scientific understanding of nature is, as we saw at the end of the
previous section, a non-sensory, mathematical understanding. Thus, in escaping
from the sense-based understanding of the Aristotelians to the mathematical reading
of the mechanical world, we are in fact escaping from our animal nature and
recapitulating in our own small way God’s own, non-sensory, understanding of his
creation.

Descartes’s epistemology

Descartes’s epistemology is nowadays better known than the metaphysics it
supported. His aim, as we have seen, was to show that the only safe and reliable
knowledge is what we would now call scientific knowledge. Like many at the time,
he held that the sense-based, classificatory knowledge of the Aristotelian orthodoxy
was unreliable at best, but instead of giving up on natural knowledge and adopting
the fashionable sceptical ideas of the time, he tried to show that genuine and lasting
knowledge could be achieved, but only if we swept away the traditional learning
and started again from scratch. By escaping from tradition, and ignoring what
seemed to be the obvious evidence of our eyes and ears (ignoring, for example, the
obvious evidence for the traditional view that the earth stood still while the sun was
in motion) we could liberate the God-like power of the rational intellect to see
behind appearances to the unchanging reality beneath. The irony of Descartes’s
writings is that in the course of trying to sell this message he established an
epistemological tradition which has come to dominate our view of his work, and
to obscure the very message he was trying to put across.

In order to make his point, Descartes hits upon a quite wonderful literary device
as a way of dramatising his position and bringing home his conclusions to the lay
reader. In his Meditations on Philosophy he presents his readers with a kind of diary,
which purports to be the record of a spiritual retreat. Because he is confused and
uncertain, he says, he has decided to withdraw from life for a week, in order to sort
out his ideas and to try to come to some conclusion as to what to believe, whom to
trust, and how to understand the world around him. The Meditations then presents
the record of this fictional six-day journey, as each day he picks up from where he

209



RICHARD FRANCKS

left off the day before to follow through the train of thought wherever it may lead.
And it leads, of course, to the position Descartes has held all along. But the story
he tells is so compelling, and his presentation of it so dramatic, that even now it
strikes anyone with any philosophical imagination at all as instantly gripping and
disturbing.

The story is well known, and I shall only sketch its basic outline here, without
making any attempt to recreate the immediacy and engagement of the original.
Descartes begins by the simple device of abandoning everything he has ever believed.
Because he is unsure what he should believe and whose opinion he should trust, he
resolves to try to pretend that everything he has ever accepted is false, and that all
the world around him is an illusion. In this way he tries to find out whether there
are any of his beliefs that he couldn’t possibly give up in any circumstances. And in
what is perhaps the most famous single move in the whole history of Western
Philosophy, he comes to the conclusion that even if he is mistaken about everything
else, he can still be certain of his own existence — because if he didn’t exist, he
couldn’t even be mistaken. The mere fact that he is thinking, even if he is thinking
falsely, means he exists: cogito, ergo sum.

The significance of this discovery for Descartes’s overall project is twofold.
First, the knowledge of his own existence is not something he has noticed, or
something he has been taught, but something he has worked out for himself —
something so obvious that it must be true. It is therefore an example of the kind
of God-like rational understanding that enables men of science like Kepler and
Galileo not merely to observe the way the world looks, but to work out rationally
how it must really be. Secondly, the Cogito also enshrines Descartes’s belief in the
uniqueness of the human mind: because he can prove his own existence even when
he is assuming that all the world around him is an illusion, he claims this shows
that he himself, his own thinking soul, is not a part of that world, but a separate
existent.

The rest of Descartes’s narrative consists in developing the consequences of what
the Cogito has shown, and he goes on to prove that there is an all-perfect God who
has created him, and who has given him both the rationality to think clearly and
truly, and also the free will to make mistakes and to be misled by appearances. He
concludes that it is rational to believe that the world around us is not illusory, but
that the correct way to understand it is through the rational judgements of a
mathematical science, and not through common sense or through the views and
methods of the traditional authorities.

In the last 200 years or so this attempt by Descartes to dramatise his epistemology
has come to dominate our views of his whole philosophical project, and even to
define the nature of philosophy itself. Many philosophers have seen epistemological
questions as being the central part of philosophy, and the Cartesian struggle against
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all-encompassing doubt, conceived of as the attempt to work outwards from the
contents of one’s own consciousness, has been taken to be the basic form of all
epistemological thinking. The irony is that because in the same period philosophers
have tended to represent natural science as essentially an empirical investigation,
they have often tended to miss Descartes’s main point, and to represent his advocacy
of reason over experience as an attack on the scientific knowledge that he spent his
life trying to promote (and that he himself practised).

Descartes is the quintessential Modern philosopher, because he says that the
world in itself is not as it appears, and is correctly describable only in objective,
mathematical terms which are stripped of any reference to human subjectivity and
are understood only by the expert. That belief has since become central to the way
our society operates and understands itself. Is it true?

BARUCH SPINOZA (BENEDICTUS DE SPINOZA):
SALVATION THROUGH UNDERSTANDING

Spinoza was enormously impressed by Descartes’s belief that the task of science was
to see beyond the world as it appears to the uneducated person in the street, and as
it had been described by traditional learning, to an underlying reality which was
not describable in the language of our day-to-day experience of it. But he wanted
to go beyond Descartes in two crucial areas. Firstly, he held that Descartes’s belief
that the human soul was something wholly outside the natural order was absurd,
and would make it impossible for us ever to give an objective, scientific account of
the place of human beings in the world and of the best way for them to live their
lives. Secondly, he thought that Descartes’s belief in a traditional Christian God
(Spinoza was an excommunicated Jew) meant that he would never be able to
reconcile the life of science and the life of religion. The history of European thought
since Descartes’s day suggests that Spinoza was right on both counts; but his own
attempt to resolve those problems proved much too radical, and his ideas were
generally despised both in his own lifetime and after.

God and nature

Descartes, as we saw, held that mechanical laws explained all physical, non-human
phenomena. Spinoza wants to go further, and to say that the whole universe, in all
its aspects, must be explicable by a single set of laws which govern the behaviour
of everything that is, ever has been or ever will be, whether human or non-human,
natural or divine. But how exactly do those laws explain the phenomena?
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Nowadays we tend to think of the relation between the laws of nature and nature
itself as primarily a descriptive one. The laws of nature, we think, tell us how nature
behaves: they tell us what it does and doesn’t do, can and can’t do. For Spinoza that
relation is a great deal closer.

Consider for example the status of Cartesian laws of motion, and their relation
to a particular physical event. Those laws never change, and they are universal. And
every physical event that happens, anywhere and anytime, is a consequence of them,
or derives from them. To understand any particular physical event at all, therefore,
we need to understand how it arises from those unchanging facts of nature, or
how those timeless generalities — the laws of motion — come to be manifested in
this particular event at this time and in this place. For Spinoza (and for Descartes,
too) this means that those underlying laws are the reality of the situation, and
the particular event we started with is only a phenomenon, an appearance, or a
particular way in which those basic facts are manifested.

For Spinoza then, what he called ‘Nature as Cause’ (Natura Naturans) is the
basic facts which the fundamental laws of a unified science would state. That is
the reality, the truth, behind ‘Nature as Effect’ (Natura Naturata), which is the sum
total of what those underlying facts produce — the universe of time and space as we
experience it. Those two are not separate things, but two ways of understanding
the same thing — the world of science on the one hand, and the world of experience
on the other. Spinoza, in standard seventeenth-century terms, calls Nature as Cause
the one ‘Substance’ of the universe — the underlying reality of it — whereas any
particular thing or event he refers to as a ‘Mode’ of that substance — a manifestation
of it, or a way it behaves. His radicalism — and the reason why he was so widely
hated — consists in the fact that he also called that substance ‘God’.

The concept of ‘God or Nature’ (Deus sive Natura) is perhaps as shocking to us
as it was to Spinoza’s contemporaries, because most of us tend to think of God - if
we think of it at all — as some kind of creative intelligence which made and main-
tains the world, in a way analogous to that in which an engineer makes and maintains
an engine. Spinoza’s God by contrast is the very world itself, the underlying reality
of it, the truth of it. God creates the world not as the engineer creates the engine,
but as the facts of meteorology create the weather.

Spinoza of course is aware that people will be shocked by this idea, but he puts
that down to the fact that the majority of people don’t understand science, and tend
to think in childish, imagistic terms, which the traditional authorities have only
reinforced. Religious documents in particular tend to be written for uneducated
people in picturesque language which we must be careful not to take too literally.
When we think about it carefully, he says, we can see that his God has all the
attributes that more traditional conceptions of God have, but is not so easily repre-
sented in parables or in wall-paintings. God or Nature is the cause, the explanation,
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of the universe. It is infinite (it is boundless; there is nothing that is real that is not
included in it) and eternal (it exists outside of time; it is the timeless truths which
explain all temporal events). It is also omnipresent (there is nowhere it is not),
omnipotent (everything that happens is God or Nature in action; everything that
can be done, it does), and omniscient (it contains all truth, all knowledge).
According to Spinoza it is God or Nature to which the prophets of the Bible were
referring when they talked of God, and as we shall see later, it is God or Nature
whom to love is perfect freedom.

In fact, according to Spinoza, the only properties of the traditional Judaeo-
Christian God which his God or Nature lacks are specifically human ones such as
personality, consciousness, and feelings. It is simply nonsense, he claims, to think
of God or Nature as angry — or as loving, either. We can if we wish say that
everything that happens is the Will of God, in the sense that it is God or Nature
which is responsible for what happens at every moment in time and space; but we
should remember when we do so that there is as much relation between the Will of
God and a human will as there is between the Dog Star in the heavens and your
friendly garden mongrel.

Spinoza’s Ethics and the good life

Spinoza’s metaphysics, then, closes the gap between God and Nature, and so identifies
the life of science with the life of religion. The other crucial aspect of his belief in a
single underlying reality which explains all natural phenomena is his conviction
that human action is as much a part of nature, as much a part of that single
deterministic system, as the movements of the planets or the circulation of the blood.

The human body for Spinoza is just as much a natural object as it is for Descartes.
He describes it as a complex system of complex sub-systems which derives its
identity not from the identity of the parts which make it up —as a living, developing
organism its parts (cells, as we would say) are constantly being replaced — but from
the organisation of those parts, the way they are put together, and function together.
The life of the individual is the period of the coherent organisation of those
constantly changing parts, and the individual’s death occurs when that organisation
breaks down and the parts begin to dissipate.

Having told this story about the body, Spinoza simply goes on to tell an exactly
parallel one about the mind. We saw with Descartes that the difference between
what we call a solid object and what we call an empty space is not that the stuff that
makes them up is of two different kinds, but that the universal material substance
which makes up both of them is arranged differently in the two places. In the same
way Spinoza says that the difference between what we call a thinking thing like a
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human being and what we call an unthinking thing like a stone is not that — as
Descartes said — there is an immaterial thinking soul in one case and not in the other,
but just that the universal sensitive stuff is arranged differently in the two cases.
Like the human body, the human mind is a complex system of complex sub-systems,
and as long as those systems are operating together in the usual way we have what
we refer to as a thinking mind. When the person dies and the system breaks down,
that mind ceases to exist, even though the parts that had previously made it up
continue in being. And just as after my death the parts of my body might break
down and dissipate and blow away in the wind without thereby ceasing to be
material objects, so those same parts, when considered as making up my mind, will
break up into unconscious particles without thereby ceasing to be mental things.

It strikes us as a strange account, because it has never been very popular, and
Cartesian ways of thinking have come to dominate our lives, our language, our
institutions and our thoughts. But its advantages, if it could be made to work, as a
way of fitting human experience into a unified account of nature, are considerable.
And so perhaps are its disadvantages, in that it denies many assumptions that many
people hold dear. Clearly, Spinoza’s account leaves no space for any personal
survival after death, for example. Equally, some will say that it seems to leave no
personal survival even while we are alive, in the sense that there is on his account
no such thing as the self, the thinking person, as opposed to merely the aggregate
of thoughts which go towards making up my mental life at any given time. Most
seriously of all, perhaps, by fitting the mind into a deterministic, law-governed
system along with the body, it leaves no more room for the Freedom of the Will
than it does for the freedom of the rainfall: human beings are natural objects, and
as such are fully determined parts of the natural world.

Spinoza was quite aware of this consequence, and accepted it as a necessary part
of the attempt to make human action explicable. The belief in human freedom, he
says, is a childish mistake brought about by the fact that much of the time we are
aware of our actions but not aware of their causes. As a consequence, he also denies
the possibility of any system of morality. If human beings are parts of nature, and
their actions are necessary consequences of the fundamental laws of the universe,
then it cannot make much sense to say that some acts are good and some are bad,
any more than it can make sense to say that some rainfall is better than some
other. Of course, rainfall can be convenient or inconvenient, can help or hinder our
plans, and in that sense we can call it good or bad. And the same is true of people’s
behaviour — things we want to happen we call good, and things we don’t want to
happen, things we don’t like, we call bad; but in themselves, looked at objectively
— as the scientist looks at them — they are all just neutral, natural events.

That position doesn’t sound like the work of a man concerned to provide an
account of the good life for human beings, and whose chief work was a book called
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Ethics. Yet out of the cold objectivity of his account of human action as just one
more feature of a deterministic universe, he develops a description of the kind of
life most likely, as a general rule, to provide the kind of long-term satisfactions that
human beings typically want. The key, he claims, is precisely to see our own thoughts
and actions as the determined effects that they are. The way to escape from the
sorrows and disappointments that are so much a part of human life is to understand
both the world around us and our own reactions to it rationally, scientifically. That
doesn’t change what happens, of course — it doesn’t make the sun shine on our
holidays, or our friends live longer — but it can bring us a kind of peace of mind, a
kind of independence of what happens to us, and a kind of control over our own
thoughts and actions, which is as good as it gets for human beings.

Spinoza is in love with Descartes’s Modernism, and with his conviction that
science reveals the reality of the world. He develops that conviction to its logical
conclusion by extending the world of science to include the two things Descartes
that had deliberately excluded — human beings, and spirituality. Our tradition and
our society are both Cartesian ones. Is that because Descartes is right, or because
we’ve never really considered that he might be wrong?

GOTTFRIED WILHELM VON LEIBNIZ: THE NECESSITY
FOR EXPLANATION

Leibniz thought Spinoza’s monism was tantamount to atheism, and wanted to
preserve a much more traditional Christian notion of God as a supremely good,
rational intelligence which freely chose to create the world we know, and with which
human beings could develop a personal relationship of love and obedience. He was
committed to the Cartesian and Spinozan project of explaining the whole of nature
through science, but argued that science on its own could never explain anything,
but needed to be supplemented by an account of why the world is as science reveals
it to be.

The centrepiece of Leibniz’s thought is the great Principle of Sufficient Reason:
that for everything that is so, there is an adequate reason why it is so and not
otherwise. To us that seems at first sight like something we would accept; but when
we see how far Leibniz is willing to pursue this principle — and the strange-looking
conclusions it leads him to — we come to realise that in fact we treat the world and
our lives in it as beyond explanation in most important respects.

Consider for example one of Leibniz’s proofs of the existence of God. Take any
event — like the fall of a tree in a storm. Why does it happen? We take it for granted
that there must be a reason for such an event — it would be crazy, surely, to say that
it just happened, nothing caused it, it was just a random event with no explanation.
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And Leibniz would certainly agree. But if we managed to find the explanation
— perhaps the roots had been loosened by the diverting of a stream, for example —
then of course we would agree with Leibniz that there must be an explanation for
that event, too. And so on, and so on, and so on.

Many people have of course argued that this process of explanation cannot go
on indefinitely, but that is not the point Leibniz is making. His point is that even if
we do allow that the chain of explanation goes on to infinity, we s#ill won’t have a
real explanation, because we won’t have explained why any single link in that chain
is as it is. Why is it that trees without roots fall over when pushed? Why does gravity,
for example, operate as it does? What we are looking for here is not something that
produced gravitational forces, or an account of how those forces relate to others,
but an explanation of why the world we live in has the laws it has, and not others.
Until you have answered that question, Leibniz says, you haven’t explained anything
at all, because although you might have told us how the event in question was
brought about, you have said nothing at all about why it happened in that way, and
not otherwise.

At this point, we tend to come up short. We have no explanation for why
the laws of nature are as they are — they are just facts, what the world is like, descrip-
tions of how things just happen to be. Explanation stops at this point. The job
of science, we think, is to tell us how things are, not why. But for Leibniz, that is
every bit as nonsensical as saying that there was no reason why the tree fell in the
first place.

According to Leibniz, the only way that this search for reasons can come to
an end is if we can trace it back to something which itself stands in no need of
explanation, and that, he claims, is God. But the chain of derivations from the
Principle of Sufficient Reason doesn’t simply end there. How, exactly, does this kind
of metaphysical explanation, with which we have to supplement mere scientific
explanation, work?

Consider our falling tree example again. We have now worked out, in principle,
how its fall came about, by specifying the chain of preceding events that led up to
it, and the laws that govern events of that kind, and we have also seen that the
reason why those laws were in operation was because of a decision by God. God
chose those particular laws, and those particular circumstances. And of course, in
making those choices, he knew that as a consequence of those decisions it would
happen that that particular tree would fall in just that way at just that time — not a
second earlier or later, and not a millimetre to either side. So in choosing to create
the world as he did, God chose the fall of that tree — along with every other detail
of every other event in the whole history of time.

That is what it means to be omniscient and omnipotent. A being of that kind
doesn’t merely create a universe and let it run, and then keep an eye on how things
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turn out. In creating the universe, an omniscient God already knew, in the smallest
possible detail, everything that would ever happen in it, and he chose to create that
universe with every one of those infinite consequences in mind. Because he is also
omnipotent he could, of course, have created a different universe — one, for example,
in which our tree fell half a second later than it did in this world. But of course, in
order to do that, unless he was going to create a random, inexplicable universe, he
would have needed to create a reason why it fell at the new time and not at the old
one, i.e. he would have needed to make adjustments somewhere else in the system
to compensate for that change. And every one of those tiny adjustments would in
turn have had an infinite number of consequences of its own, rippling out through
all of time and space.

So why did God chose to create this universe, and not one of the infinite number
of other possible worlds he could have made instead? Whereas Spinoza says simply
that reality has this form, and could not be otherwise, for Leibniz the answer must
be that God thought through all the alternatives, in all their infinite detail, and
rationally decided on this one. He compared all the possible worlds together,
and balanced out the competing demands of richness and diversity on the one hand,
and simplicity and intelligibility on the other, and he came down on the side of the
one that best reconciled those two principles, i.e. the one that was most perfect.
And that was this world, which is therefore the Best of All Possible Worlds.

The same line of thought leads Leibniz on to his unique ontology. If what we
have so far said is true, then God, in creating that particular tree which fell on that
particular occasion, had an eye to every other thing in the universe, before and after,
because if any tiny feature of the tree and of its history had been in any way different,
then that change would have had to be compensated for by changes in the world
around it, and those things would have impacted on their own environments in the
same way, and so on and so on. It turns out, then, that our randomly-chosen
example of a tree is actually crucial for the history of the whole universe, in the
sense that the universe is as it is on account of the part that our tree is going to play
in it; and our tree is the thing it is only because of the part it is going to play in that
wider world. And what is true of that tree, of course, is true of every other thing in
existence: they are all made for each other, with each other in mind, and none of
them could have been otherwise unless God had chosen to create an entirely
different universe from the one he in fact chose to create — and since God is good,
he naturally chose the best one.

Fully to understand any particular individual, therefore, we would have to
understand the entire universe and everything in it, because every individual, as
Leibniz says, mirrors the whole universe from its own unique point of view. When
we talk of one thing’s causing another, therefore, we are speaking very loosely. It is
of course true that the tree would not have fallen if the stream had not been diverted,
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and in that sense the one event is the cause of the other; but equally, if Leibniz is
right, it is true that the stream would not have been diverted if it had not been going
to undermine the tree, and so in that sense it is equally true to say that the fall of
the tree was the cause of the diverting of the stream. All events are interconnected,
all individuals are intimately bound up with each other, because they all play their
own unique parts in the total system which God has designed. We speak for
convenience of the moving of the stream as the cause of the fall of the tree, therefore,
but it would be more accurate to speak of the tree as causing its own fall: it fell
because it had to fall in order to be the tree that it is, and to play its assigned role
in the overall system. And in just the same way the stream had to be diverted in
order for it to be the stream that it is, and to play its part in the whole.

Leibniz’s ontology is then the inevitable consequence of this line of reasoning.
For him, the ultimate reality of the world consists not in separate things like trees
and mountains and flowers, as common sense and Aristotelian science would have
it; not in a material continuum and non-spatial minds, as Descartes had claimed,
and not in the single infinite substance that Spinoza called God or Nature. For
Leibniz, all that exists is a universe of reasons, or points of view.

Take our tree example again. If we are to understand that tree correctly, it is not
enough for us to think of it just as a separate individual object, because as we have
seen, everything that makes it what it is derives not from its character as one thing
in isolation, but from the part that it plays in the whole universe, the way it is
embedded in the universal system which is the Best Possible World. Yet equally it
would be wrong to see the tree, as Descartes and Spinoza do, as merely a mode of
matter — a particular local instantiation of more general laws. To do that would be
to make the tree and all that happens to it seem unimportant, an unintended
consequence of more general facts. For Leibniz, rather, that tree, like every other
individual thing in the world, is a miniaturisation of the universe, specifically
designed for its unique position in the universe — what he comes to call a ‘monad’.

Monads are the ultimate reality of everything, of what the world really consists.
They are ‘soul-like’ in that they are sensitive to, or express, the rest of the universe.
They are not themselves material objects, but they provide the reasons, the
explanation, as to why material objects are as they are and not otherwise. And
everything that ever happens to each monad arises spontaneously from its being the
monad that it is: it is pre-programmed from creation to play out its role in the great
scheme of things that is the Best of All Possible Worlds.

Leibniz’s world is a strange one, which few people have ever happily inhabited.
The big question it raises for us is whether we can defend our conviction that
the world is fully explicable — but only up to a point. Can we really justify saying
that there must be laws which determine everything that happens, but that there
is no reason why those laws are as they are and not otherwise? Is that a view
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we can defend, or just an attitude with which we have grown up, and have always
taken for granted?

JOHN LOCKE: FREEDOM OF THOUGHT, AND THE LIMITS
OF SCIENTIFIC KNOWLEDGE

One thing that Descartes, Spinoza and Leibniz have in common is their desire
to look beyond the world of experience, their willingness to say that despite all
appearances, the world is not as it seems: it is a spatial continuum with immaterial
souls, it is a timeless psycho-physical totality, it is an infinity of interlocking
perspectives, or whatever. Locke is sceptical of all such grand theories, and wary of
their propensity to disempower decent solid citizens such as himself, and to place
authority in the hands of the scientific élite. Although he was an enthusiastic
supporter of the new science of the seventeenth century, therefore, he worked to
show that all such knowledge was grounded in the common experience of ordinary
human beings. Much of what he says about the nature of our experience and of our
knowledge of the world we now take for granted; but it has important implications
concerning the status of scientific knowledge that sit very uneasily with our current
ways of life and thought.

Locke tries to ground an understanding of the new science on a comprehensive
account of the nature of human thought and of our relation to the world around
us. His first and most basic step is to say that everything we can ever understand,
and everything we can ever know, is derived from our experience of living in the
world, from the information we pick up through our senses. That means that no
knowledge is innate, there are no principles written in the soul and discovered prior
to or independently of experience: we come into existence with no knowledge and
no understanding, and everything we ever manage to find out is built up on the
basis of experiences we have in the course of our lives.

To many people that seems a fairly obvious, even a trivial, claim to make. For
Locke it was politically very significant, and from it he derived conclusions
about the possible scope and nature of our knowledge that we find hard to
accept.

The political dimension of this ‘empiricism’ of Locke’s is that if all knowledge
comes to us through our senses, then all knowledge is in principle accessible to
anyone who has the basic sensory capacity to perceive it. There are no arcane secrets,
comprehensible only by the experts, or the élite, because everything is in principle
accessible to us all. And there are no truths that are beyond question, which we
must simply accept because they are delivered by Aristotle, or by God, or by the
Government: anything that can be known can be known by any of us, so for any
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claim of yours that you want me to accept as true, you will have to give me reasons,
and evidence.

The human mind, then, comes into being empty. It is a ‘tabula rasa’, a blank sheet
on which experience writes, an empty closet, which our experience furnishes with
ideas. Anything you can ever understand, and therefore any thought you can
ever think, is put there by experience, either through the sensations you receive
via your eyes, ears, nose, etc., or through introspection — your awareness of your
own mental states. What about fantasy, imagination, creativity? Imagination can
never produce a wholly new idea, says Locke — you can’t, for example, get an
understanding of the taste of a pineapple without actually tasting one; a blind person
can never grasp what a sighted person means by colour terms — all that your most
creative imagination can do is to re-combine elements which you have already
experienced: you can imagine a centaur by combining the head and torso of a person
with the body of a horse, for example. And what about things we can’t experience
— abstractions, mathematics, God? We understand things like that, Locke says,
because we can construct an understanding of them out of ideas of things we can
experience: the idea of God, for example, is arrived at by taking observable human
qualities like goodness, power, knowledge, and love, and raising them to the infinite
level — which we do by taking the idea of an increase from for example addition,
and taking away the idea of limitation or end, to produce the idea of increase
without limit.

Having given that ‘empiricist’ characterisation of human understanding, Locke
builds on it an account of human life and of human possibilities by way of a
description of the nature and scope of human knowledge. Knowledge, according to
Locke, is the interpretation of the concepts with which experience provides us. The
clearest and most certain examples of such interpretation are what he calls ‘intuition’
— the immediate awareness of the relation between two ideas, such as ‘white is not
black’, or ‘two and two are four’. Once you have had the relevant experience to
acquire the ideas of white and black, two and four, then you know those things,
without the need for any further investigation. Other cases are far harder: I
understand the concept of 13 and the concept of multiplication, but I can’t see at a
glance that 13 x 13 = 169: I have to work it out, follow up the chain of intuitions
that lead from one to the other by the process Locke calls ‘demonstration’ (proof).

Apart from those two classes of purely conceptual knowledge, the only other
things we can know are the things we can directly observe. I know there is a cat in
the garden, because I can see it; I know there’s music playing, because I can hear it,
and so on. That kind of knowledge is not as certain as intuition or proof, but it is
generally reliable, and deserves the name of knowledge. Anyone who questions it,
who pretends, like Descartes, to doubt the immediate evidence of their own senses,
is either a liar or a fool.
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And that is it: those are the limits of human knowledge — that is the kind of
creature that we are, and those are the kinds of things we can be sure of. Anything
that doesn’t fit into one of those three categories is either a hypothesis, a guess,
or a lie.

The implications of that account of the nature of our thought and the range of
our understanding are very important for Locke’s account of our relation to the
world around us, and of the kind of life we can and should lead. Locke was an
enthusiastic supporter of the work of what became the Royal Society of London,
and a believer in the theory that all natural phenomena are the result of the way
things are put together at the microscopic and sub-microscopic level: the reason
why gold is yellow, for example, is because the corpuscles which make up the surface
of the gold are of such a size and shape, and are put together in such a way, that
when particles of light strike them, the light particles bounce off with a particular
kind of speed and spin which, when it strikes our eyes, leads to our having the sort
of sensation we refer to as ‘yellow’.

That seems like a fairly close relative of our own account of the matter. But when
it is combined with the plausible-seeming theory of thought and of knowledge that
we have seen, it produces some conclusions that we find less natural.

What status should we afford to our knowledge of the new science that Locke
describes and that we have inherited? There can be no intuitive or demonstrative
knowledge of the kind of account of the colour of gold that we have sketched,
because there is no conceptual link, either immediate or indirect, between the idea
of gold and the idea of this or that corpuscular structure, or this or that reaction to
light particles. There is perhaps a conceptual link between the idea of gold and
the idea of yellowness: we might say that it is part of the very idea of gold that it is
yellow, and so we can know for certain, intuitively, that gold is yellow. But how
does that help us? All it means is that it is part of the meaning of the word ‘gold’
that gold is yellow. But that kind of classificatory, definitional knowledge is precisely
the kind of sterile, pointless erudition for which the Aristotelian orthodoxy were
famous, and against which Locke and the bright new men of the Royal Society
were rebelling. A systematic knowledge of the meanings of words — what Locke
calls the ‘nominal essences’ of things — tells us only about the contents of our own
ideas, and nothing at all about how the world is, and why it behaves as it does. To
know that, we would need to know the ‘real essences’ of substances like gold — what
we might call their molecular structures. If we knew precisely how gold is put
together at the molecular level, we would then be able to derive intuitive and
demonstrative knowledge of why it behaves as it does: we could understand in detail
why it is soft and heavy, for example, because we could see why a structure of
that kind must result in observable properties like those. But the problem is that we
have no knowledge of the real essence of gold, or of anything else in the world,
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because our understandings are restricted to ideas we can acquire through
experience, and our sensory capacities are not adapted to provide experience of the
deep structure of nature.

In a classic passage Locke talks about our understanding of a clock. If we were
a different kind of creature, he says, we would be able to see with our ‘microscopical
eyes’ into the very structure of the metal that makes up the spring of the clock. If
we could do that, we would be able to understand precisely why the metal was
springy, and so why the clock worked as it does. And if we were such creatures,
there is no doubt that we would be able to understand a whole world of secrets that
we mere humans can never really grasp. However, if we were such creatures, the
clock would be no use to us at all, because with a perceptual system of that kind
we wouldn’t be able to see what time it was.

Human beings, Locke thinks, are not made for knowledge. They are made for
practical affairs, for social life, for religion, for morality, and of those things they
can know all they need to know. They are not made for prying into the secrets of
nature, and understanding how it works.

It seems odd that Locke combines this deep pessimism about the extent of
scientific knowledge with his enthusiasm for the experimental science of the Royal
Society. But perhaps it is not as odd as it seems. Science, for Locke, is a great tool,
a wonderful device for making life better. We can never know the secrets of nature;
but what we can do is to hypothesise — we can make theories, test them, develop
them, and use them to generate a more and more sophisticated knowledge of what
things can do, of what nature is capable of, and to make better and better devices
for improving our practical lives.

Locke’s pessimism with regard to scientific understanding survives today in the
widespread acceptance of the idea that scientific theories are provisional, can never
be proved, and may be falsified at any moment. Yet nowadays we combine that
kind of empiricist rhetoric with a different, more Cartesian approach, which sees
science as the pinnacle of human understanding, a God-like view into the truth of
things. Locke would have said that the two are quite incompatible: that if science
is infinitely revisable, for ever undecided, an endless adventure in thought, then it
can never make sense to talk of scientific facts, and it can never be right to accord
to scientific theories the kind of status and authority over other ways of thinking
that Descartes had claimed. I think he was right.
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GEORGE BERKELEY: THE INCOHERENCE OF OUR
CONTEMPORARY WORLD-VIEW

Berkeley recognised that something like Locke’s views were becoming very
influential in early eighteenth-century Britain, and he saw this as another example
of the corrupt and decadent state of European culture at the time. He had high
hopes of the new, uncorrupted world of the Americas as offering a fresh start, where
people could return to a simpler, more natural view of themselves and their relation
to the world around them, and he tried in vain to turn the tide of opinion at home.

The problem with the Lockeian view was two-fold. First, it enshrined the Cartesian
view — which we now take for granted — that the whole of nature was a vast
mechanical system operating according to deterministic natural laws; a giant
clockwork, as the popular contemporary image described it. For Berkeley that meant
that people were in danger of coming to see their lives as ruled by nature, not by
God; they would come to take their understanding of truth, of reality, of what is
lasting, from the natural world, and not from God. Second, Locke’s denial of the
possibility of scientific knowledge and his insistence on the hypothetical nature of
all scientific beliefs meant that our view of the reality which ruled our lives and
informed our understanding of ourselves and of the world was inadequate,
incomplete, uncertain. If such views took hold, he thought, people would grow up
disaffected, alienated from the world around them, believing themselves to be of
no more significance than a random collection of atoms, with no hope for anything
beyond brief, short-term pleasures — pretty much like us, in other words.

To combat the dangers of the Lockeian view he tried to show that it was
completely wrong, and to return us to a sense of the immediacy of our relation to
the divine being. Hardly anyone believed him, but his arguments are maddeningly
difficult to refute, and point, I think, to major flaws in our contemporary self-
understanding.

Berkeley’s central point is very simple: he says there is no such thing as a material
world, and all the things we normally think of as things in the material world are
really just our interpretation of sensory messages from God. In reality, all that exists
is minds — of roughly the same kind that Descartes thought human beings possessed.
There is the one infinite mind, which is God, and there are the uncountably many
individual finite minds which are human beings (and angels). And that’s it. The only
other things that can be said in any sense to exist are ideas, thoughts, in those minds.
Those ideas are not separate, extra existents in addition to the minds, but acts of
willing and perceiving carried out by them.

So what becomes of the rest of the world? The trees and the flowers, the planets
and the galaxies, the dust and the dog biscuits? The answer is that they are all
just collections of ideas in our minds: God gives us various sensations — the sight of
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the stars, the smell of the flowers, the feel of the dust, the taste of the dog biscuits,
or whatever — and we, through experience, learn to recognise patterns in those
experiences, and we invent words to stand for those sets or patterns of experience.
The smell of the flower, for example, we have learned to correlate with what the
flower looks like and what it feels like, and we use the word ‘primrose’ to stand for
those sets of experiences.

The first thing to make clear about this story is that, although he was often
accused of it, Berkeley is emphatically not denying that there is any real world, or
saying that everything is an illusion. Berkeley makes exactly the same distinction
between what is real and what is illusory as we do: the real dagger is the one you
can not only see, but feel in your hand, put in your pocket, and cut yourself with,
whereas Macbeth’s illusory dagger can be seen, but fails all the other tests for being
a real thing. The only difference between Berkeley’s position and ours is that we
typically hold that the fact that in the case of the real dagger we have consistent sets
of experiences, whereas in the case of the illusory one we don’t, is because over and
above all our actual and possible experiences of it the dagger actually exists as a
real, mind-independent external material object in a three-dimensional world;
Berkeley, by contrast, says that the real dagger just is the consistent set of experiences
that we can have.

The idea strikes us as a very strange one. Is that because we have clear evidence
that it is false, or just, as Berkeley would have said, because we have been corrupted
by generations of thinkers who have taken something like the Lockeian model as
natural? Our reaction to Berkeley’s suggestion is to feel that suddenly nothing is
secure, that everything solid has been taken away from us. But he claims that that
is a mistake: what we are thrown back on is that of which we are actually most
certain — the immediate evidence of our own experience; what we have lost is
something of which we can never be confident — the supposed but undetectable
three-dimensional world which lies beyond our sensations, and which is nothing
more than a traditional but ill-founded hypothesis for explaining them. Berkeley’s
world, he will say, is much more secure than ours. The regularities that we
experience in it — the laws of nature that control all of existence and which natural
science aims to investigate — are grounded, not in the assumed nature of some
hypothetical material substance which lies beyond experience, but in the nature of
an omniscient and omnipotent God who is at every moment in direct communica-
tion with us through our sensations, and who we know will never vary, never trick
us nor hide from us, and never change his ways.

The surprising and rather annoying fact seems to be that nothing in our
experience can ever disprove Berkeley’s position. If we believe that what we are
immediately conscious of is sensations which are produced in us by our interactions
with the material world around us, then we have no way at all of using anything
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in that experience to refute Berkeley’s claim that those same sensations are produced
by our interactions with an immaterial God. The experiences themselves are
identical on either account; all that we are disagreeing with Berkeley about is our
different theory as to what explains them.

If that is so, then a very important conclusion seems to follow, namely that
an absolutely central part of our present-day self-understanding — the belief that we
exist within a real world of physical objects — turns out to be a lot less firmly
grounded than we thought it was. Our belief that the material universe exists is
after all not the most fundamental, blindingly obvious, fact that no sane person
could possibly deny, but a theory, an hypothesis, for which we seem to need to
provide reasons.

How would you do it? How would you prove to Berkeley that your hypothesis
of an extended material world is better than his of an omnipotent immaterial God
as an explanation of life as we know it? Many people think they can answer that
question, if only negatively: they would say that Berkeley’s belief in God is itself
unfounded, and so the alternative belief in a material world wins by default. It seems
to me, though, that that is a very weak defence of so fundamental a part of our
world picture, and that Berkeley has succeeded at the very least in shifting the
burden of proof: it may be that there is no good reason to adopt his theory; but
then, is there any good reason to adopt ours?

Berkeley, however, is not content to leave the position like that: that his theory
and our broadly Lockeian common sense are alternative explanations, and that the
job of the philosopher is to decide which is the more convincing. He thinks he can
show that the Lockeian theory, the belief in a mind-independent material world, is
obviously false, and it is only the fact that we have been brainwashed by centuries
of corrupt Lockeian philosophy that has succeeded in concealing from us the
obvious absurdity of what we take for granted.

The way he tries to show this is by arguing that the material world doesn’t exist
because it can’t exist: that matter is impossible. And why is matter impossible?
Because it is inconceivable: the whole idea of matter is an absurdity, a nonsense, a
contradiction.

He develops a whole set of interlocking arguments to try to drive us to this
conclusion. For the most part they turn on what he claims is the emptiness, the
meaninglessness, of the concept of matter. Consider any material object — say, a
brick. I can see its shape, its colour, feel its weight and its hardness, use it to build
a wall, and so on. But all of those things in Berkeley’s terms are just ideas in my
mind. Its colour is a set of visual sensations, its shape is a set of visual sensations
which are correlated with a set of touch sensations (I know what the corners feel
like, as well as what they look like). Its heaviness and hardness are more sets of
experiences, and its usefulness in building walls is a whole set of experiences I have
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had of building walls, knocking them down, looking at them, climbing on them,
and so on. Berkeley asks: what is left of the brick if we take away from it all those
things, which are clearly mind-dependent experiences, and not the brick in itself?
What is the shape of the brick, for example, as distinct from the way it looks and
the way it feels? What is shape i itself, as opposed to shape in our experience?

The question is not easy to answer. But if we can’t answer it, then Berkeley’s trap
is sprung: as the arch-enemy Locke had himself shown, everything we can
understand, we understand through experience: it is our sensations that provide all
the concepts the mind can grasp. If that is so, then if ‘matter’ is to be intelligible to
us, we must be able to translate the word into sensory terms — into feels, looks,
tastes, and so on. But all those things are in Berkeley’s terms ideas, and so not the
matter we are looking for. And if matter is not translatable into sensory terms, then
it is unintelligible, a nonsense, an absurdity. We bandy the word around, we feel as
if we understand it, but as soon as we try to focus clearly on what we mean by the
word, we find it means either sets of experiences, or nothing at all.

Berkeley’s positive account of human beings as in constant sensory commu-
nication with an omnipotent and all-good God has never been popular. His negative
critique of our own commonsense beliefs, though, is astonishingly difficult to resist.
Is that fact merely an interesting historical anomaly, a game for philosophy students
to play? Or does it suggest that the attitudes and beliefs that we currently inhabit
are indefensible?

DAVID HUME: THE IMPOSSIBILITY OF UNDERSTANDING

Hume is an elusive philosopher. He sets out bold philosophical projects, and shows
them to be impossible; he leads his readers to despairing conclusions, and then
ignores them and carries on regardless. He writes knowing, witty texts which toy
with his readers, mocking their hopes and their self-image. His main challenge to
us is to call into question the very possibility of the kind of stable, well-grounded
understanding of the world that we aim for and to a large extent think we possess,
and to suggest instead that all our learning is in fact nothing but groundless,
instinctive reactions and vain, self-important posturings.

Hume is deeply impressed by Berkeley’s use of the Lockeian principle that all
knowledge comes from what we can experience, and his development of it into a
test for meaningfulness. For Berkeley we can only be said truly to understand
something if we can cash it out in hard, experiential terms: you only know what a
tree is if you can call to mind some appropriate tree-experiences, and you don’t
know what matter is because you can’t call to mind any matter experiences, only
shape experiences, colour experiences, hardness experiences, and so on. In Hume’s
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hands this principle becomes a weapon with which to sweep away obfuscation and
traditional ways of thinking, and to undercut the pretensions of the learned.

He starts out in the Treatise of Human Nature by saying he is going to analyse
the human mind and its workings, as a way of unifying and grounding all human
knowledge. All the disparate areas of knowledge have in common the very fact that
they are items of human knowledge; if we can only understand, therefore, the way
the mind works, and the way we come to conclusions, we will be able to bring
together all the branches of learning into a single system — and thereby to sweep
away everything that doesn’t fit into that system as false, imaginary and unreal. The
Lockeian/Berkeleian principle is a central part of this process of founding a new
Science of Man.

The clearest example of Hume’s method in action is his work on morality, of
which he was especially proud, and which has been hugely influential. Moralists
are fond of using words like good and bad; we often claim to know what is right
and what is wrong, and try to teach it to other people. If such claims are to be
legitimate, we will need first of all to establish what moral terms mean, i.e. to
ascertain what experiences provide us with an understanding of them. What, then,
is the meaning of a moral term like ‘good’? What experiences does it derive from?
What sensory ‘impressions’ give rise to this ‘idea’?> Hume invites us to consider
actions we regard as good, and to ask what observable features of them lead us to
describe them in that way.

So consider any good deed — giving money to charity, perhaps. The action might
be done quickly or slowly, and it is easy to see how we give content to that
judgement, or what experiences lead us to describe it one way or the other. Similarly
it might be done willingly or unwillingly. Here it is less obvious, but we know from
our own cases what it feels like to do something willingly, and we know how we
behave when we do something that way, so we can recognise such behaviour in
other people. And so on with other features of the action. But what of the goodness
of the action? What feature of the act leads us to describe it as good? What sensory
impressions do we derive that idea from? Hume’s answer is that there is nothing at
all that is discoverable in that action that leads us to call it good. The impression
that gives meaning to the idea is not some observable feature of the act, but a feeling
in us as observers: when we consider certain actions, we feel a kind of pleasure, or
approbation, and when we consider others we feel a kind of displeasure — and that
is what we mean when we say some actions are good and some are bad. Moral
language, therefore, is misleading: acts, in themselves, are neither good nor bad; it’s
just that acts of certain kinds tend to give us good feelings. We misleadingly project
those good feelings onto the acts when we describe them as good or bad.

To us that account of morality seems perfectly plausible, perhaps even obviously
true. But when Hume applies exactly the same analysis to other areas of knowledge,
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his conclusions strike us as much less attractive. The most famous and most striking
of these is his analysis of causation, which closely parallels that of morality.

Causation is important, Hume says, because all our knowledge of the world
depends on it. Knowing how to do something is essentially a matter of knowing
what causes produce what effects; knowing what something means is a matter
of knowing what leads people — i.e. causes them — to say or write one thing rather
than another, and, most obviously of all, our scientific knowledge is concerned
with explaining the world around us, i.e. looking for the causes of what we
experience. So, if causation is the basis of all our understanding of what happens
in the world, we clearly need to analyse the idea of a cause and find out what
it means.

The problem is that, just as with morality, it is very hard to find any set of
experiences which we can point to as the origin of our idea of causality. Consider
a causal sequence: the white ball rolls across the table, hits the black ball, and
the black ball moves. What is it about that sequence that gives us the idea that the
impact of the white ball causes the movement of the black ball? All we see, after
all, is the one event followed by the other; but a sequence of events is not a cause.
To say the impact of the white ball caused the movement of the black ball is to say
not just that the one event followed the other, and not just that it always happens
that way, but that the impact made the ball move, that it had to move — that there
is some ‘necessary connection’ between the two events. But where do we get the
idea of this necessity, as opposed to the mere regularity?

Perhaps the necessity is not something we see, but a matter of logic: perhaps it
is a necessary truth that a black ball hit by a white ball in that way will move. But
that isn’t so. For the black ball to stand still, or jump upwards, or turn into a goldfish
and sing, would be very strange, completely unprecedented, altogether bizarre — but
it wouldn’t be contradictory. And if there would be no contradiction in its not
happening, then it isn’t logically necessary that it should happen.

Hume concludes that the idea of a necessary connection comes neither from
observation nor from logic. So where does it come from? He finds the answer in
the same place as he finds morality: in our feelings. What happens is that from years
of practice of observing event sequences we come to expect the effect to follow the
cause, so that when we think of the one, we are automatically led to think of
the other. Thus when the black ball moves we say it had to happen, it was bound
to happen, the impact of the white ball caused it to move. But what we should say,
if we were being more careful, is that the impact occurred — and we expected the
usual consequence. The causation, like the morality, is not a part of the world
around us, but a part of our reaction to it.

Whereas in the case of morality Hume’s story seems quite natural, in the case of
causality it seems quite crazy. The world, it seems, has no causal powers: all events
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are ‘entirely loose and separate’, mere regularities with nothing to maintain them,
to bind them together. The world is causally neutral, just as it is morally neutral.
We project our feelings onto it when we say otherwise. And having got so far, Hume
proceeds by similar chains of reasoning to knock away much more of our self-
esteem. If there are no causal powers, what reason is there to think that observed
regularities will continue into the future? None — we are conditioned by our past
experience to expect the sun to continue to rise, planets to continue to move in
ellipses, sugar to continue to taste sweet; but there is no more reason to think those
things will continue than to think they will change.

And it doesn’t stop there. The world around us is an unwarranted and incom-
prehensible fiction, just as Berkeley had said. We feel as if there were an external
world around us just because there are regulariti