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Preface 

Like most branches of mathematics, game theory has 
its roots in certain problems abstracted from life situa­
tions. The situations are those which involve the necessity 
of making decisions when the outcomes will be affected 
by two or more decision-makers. Typically the decision­
makers' preferences are not in agreement with each other. 
In short, game theory deals with decisions in conHict 
situations. 

A key word in what has just been said is abstracted. It 
implies that only the essential aspects of a situation are 
discussed in game theory rather than the entire situation 
with its peculiarities, ambiguities, and subtleties. If, how­
ever, the game theoretician is asked "What are the essen­
tial aspects of decisions in conHict situations?" his only 
honest answer can be "Those which I have abstracted." 
To claim more would be similar to maintaining that the 
essential aspect of all circular objects is their Circularity. 
This may be so for the geometer but not for someone 
who distinguishes coins from buttons and phonograph 
records from camera apertures. 

To be sure, the geometer deals not with "circular ob­
jects" but with circles. That is to say, the conceptual act 
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of abstracting circularity from all circular objects was 
performed long enough ago to have been institutionalized 
in our language and in our science. Hence the geometer 
can assume that people who wish to study the geometric 
properties of circles will easily forget all the other prop­
erties of circular objects, such as their color, the material 
from which they are made, or the uses to which they are 
put. 

The game theoretician is in a more difficult position. 
The aspects of decisions in conHict situations which he 
considers to be essential are not immediately evident to 
the mind as is the circularity of circular objects. And 
even after those aspects are brought into focus, they do 
not easily stay in focus. We are more emotionally in­
volved with conHicts than with shapes of objects; and so 
the aspects which happen to be important to us keep in­
truding into our conceptions of conHict. 

For this reason and, of course, also because the subject 
is new, there is still little understanding of what game 
theory is and what it is not, of what it could become and 
of what it cannot become because of certain inherent 
(not merely circumstance-imposed) limitations. On the 
other hand interest in game theory as a "science of ra­
tional conHict" is extremely widespread in our age of 
competition, strategy, and gamesmanship. This interest 
is shared also by the "hard" behavioral scientists, ready 
to welcome a rigorous mathematically oriented concep­
tual framework. This combination of lively interest and 
lack of sufficient acquaintance with the essential ideas of 
game theory has frequently led to regrettable misunder­
standings and confusion; for example, about the uses and 
misuses of game theory in policy making, and about the 
relevance of game theory to the social sciences. 

This book is an attempt to introduce the theory of 
games to those interested in it in a way which would 
bring the essentials of the theory into the focus of atten-
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tion and keep them there. I suppose a disposition to read 
this book is sufficient evidence of interest; so I have no 
misgivings on that score. On the other hand, the question 
of what to presuppose about the reader's mathematical 
background is a difficult one. On formal grounds it is 
possible to maintain that hardly any knowledge of mathe­
matics is required for understanding the essential ideas 
of game theory. If by knowledge of mathematics, one 
means an acquaintance with geometry, the calculus, and 
so forth, then it indeed appears to be true that very little 
of such knowledge is required beyond the ability to fol­
low the process of solving some quite simple algebraic 
equations. However, the issue is not technical mathemat­
ical knowledge but rather mathematical background, that 
is, certain habits of thought usually acquired only through 
the study of mathematics. Similarly, it is not the ability 
to play an instrument that is required in order to follow 
the development of a musical thought, say in a sym­
phony, but rather "musicality," certain habits of listening. 
The ability to think mathematically is like the ability to 
listen musically. Some of this ability may be inborn; some 
may be acquired without technical training; and much of 
it comes with technical training. Therefore it is not to be 
denied that readers with some mathematical background 
will follow the ideas of game theory more easily than 
others. Clearly, however, this book is not addressed to 
mathematicians, who, if they wish to acquaint themselves 
with game theory, will turn to the standard treatises. The 
book is meant as a popular exposition of the subject, 
which (hopefully) penetrates it in depth. 

The difficulty which the nonmathematician experiences 
in reading mathematical works stems from two sources: 
a lack of experience with mathematical ideas, and a lack 
of experience with mathematical notation. In the case of 
game theory, the mathematical ideas are rather simple, 
their major source being set theory, which is almost en-
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tirely self-contained and requires no "prerequisites."" 
However the notation of set theory is special and thus un­
familiar to readers whose contact with mathematics has 
been through conventional elementary courses. I believe 
it is this special notation which makes difficulties for 
nonmathematicians who wish to familiarize themselves 
with game theory. Thus, I am told by my nonmathemat­
ical colleagues that they find Games and Decisions by 
R. D. Luce and H. RaifIa difficult to read. In my opinion, 
that book has achieved a triumph in its lucid exposition 
of the essential ideas of game theory. I can conclude only 
that the difficulties stem from the fact that nonmathemat­
ical readers shy away from unfamiliar mathematical no­
tation which is still typographically prominent in Games 
and Decisions, in spite of the vast simplification over the 
original entirely uninhibited notation of the fundamental 
treatise (Theory of Games and Economic Behavior by 
J. von Neumann and O. Morgenstern). On the other 
hand, J. D. Williams' popular exposition, The Compleat 
Strategyst, from which difficult notation was eliminated, 
confines itself almost exclusively to the two-person zero­
sum game. The idea embodied in this type of game is, 
perhaps, the foundation of game theory; but one cannot 
get an idea of a building by examining just the founda­
tion. 

My original aim was to present the essential ideas of 
game theory (including its most interesting and challeng­
ing departures from the two-person zero-sum game) for 
the general reader and for the social scientist, using the 
barest minimum of mathematical notation. I found this 
possible in the context of the two-person game; but I still 
have not succeeded in making an acceptable "translation" 
of the N-person game theory. Therefore, I have ventured 

o We may pOint out that the so-called "new math" now intro­
duced to American children in grade schools places major em­
phasis on set theory. The approach has been, as far as I know, a 
definite pedagogical success. 
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to offer the present book first, hoping eventually to con­
tinue with Essential Ideas of the N-person Game, when 
and if the notation problem is solved. 

In the present volume the reader will find only the 
mathematics of high school algebra and of very elemen­
tary analytic geometry, except for an occasional deriva­
tive. The only game-theoretical notation retained was that 
of the game matrix, which is quite easy to grasp and 
which is, at any rate, indispensable. In addition to the 
standard topics in the two-person game, a discussion of 
gaming theory is included, which, in my opinion, is an 
important link between abstract game theory and an ex­
perimentally oriented behavioral science. Specific appli­
cations to social science have not been stressed (these 
being discussed at length elsewhere); but the method­
ological relations between game theory, decision theory, 
and social science are emphasized throughout. In contrast 
to the purely logical and mathematical ideas of game 
theory, the methodological ideas are controversial. I hope 
that the dividing line between facts and opinions has 
been made sufficiently clear. 

I am indebted to Prof. Robert M. Thrall, of The Uni­
versity of Michigan and to Mrs. Claire Adler for helpful 
editorial suggestions; to my colleagues at the Mental 
Health Research Institute, and to The University of 
Michigan Press, for encouraging me to write this book. 
Whatever errors may have crept in despite the help I 
have received are, of course, my own. 

Anatol Rapoport 
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1. Games 

Game theory is to games of strategy what probability 
theory is to games of chance. And just as probability the­
ory far transcends its role as the logical basis of rational 
gambling, so does game theory transcend its original 
guise as the logical basis of parlor games. 

Yet the history of game theory is not a replica of the 
history of probability theory. The birth of the latter is 
reckoned from some problems posed by the intellectually 
inclined gambler Chevalier de Mere to the philosopher­
mathematician Blaise Pascal. Probability theory received 
its original impetus from attempts to solve concrete prob­
lems. 

This was not the case with game theory. No one came 
to John von Neumann with questions about how to play 
chess or poker. Nor do we have any evidence that von 
Neumann, who laid the foundations of game theory prac­
tically single-handed, was an outstanding expert in any 
game of strategy. Nor is there any more reason to expect 
such skill from a game theoretician than to expect in­
strumental virtuosity from an orchestra conductor or 
mechanical ingenuity from a physiCist. Game theory is 
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concerned not with any particular game but with all of 
them, not with technical but with theoretical matters. 
"What is the best way to play Chess?" is not a game-the­
oretical question. On the other hand, "Is there a best 
way to play Chess?" is a game-theoretical question. 

It may seem at first that the question is a foolish one. 
One might be convinced that of course there is a best 
way to play Chess since there is a hierarchy of Chess 
players. Some players are obviously better than others; 
therefore they must use better ways of playing, and so 
there must be a best way to play Chess. 

In response to this line of reasoning, a game theoreti­
cian would reply as follows. Yes, there is a best way to 
play Chess, but the supporting arguments just given for 
this conclusion are not valid. It is not true in general that 
if we have a number of quantities clearly comparable 
with respect to magnitude, then one of them must be the 
largest. Consider, for example, the sequence of natural 
numbers, 1, 2, 3, etc. Each is larger than the preceding; 
yet there is no greatest natural number. Nor must the 
magnitudes increase without bound so that an ordered 
set of them will have no largest member. Consider, for 
example, the set of all real numbers between zero and 
one, exclusive of zero and one. This is an ordered set, 
because of any two such numbers one is definitely the 
larger. Yet the set as defined has neither a smallest nor a 
largest number. To be sure, it is true that although the 
magnitudes of the numbers from zero to one are not in­
creasing without bound, the quantity of such num­
bers is infinite; and it is true that if a set ordered by 
magnitude has only a finite number of members, there 
must be a smallest and a largest. Therefore, the question 
of whether there is a best way to play Chess is related 
to the question of whether the number of ways to play 
a game of Chess is finite or infinite. This number hap­
pens to be finite. But whether it is an ordered set in the 
sense that it is always possible to decide which is the 
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better way of playing between any two, depends on the 
principle according to which the ordering is made. 
Finally, it does not follow that if there is a best way of 
playing a game, the player who knows it will always 
win. For the player who plays against him may also 
know a "best way." What happens when both have this 
knowledge is also an open question. In some games the 
victory must go to the one or to the other; in other 
games, if both know a "best way to play," the outcome 
must always be a draw. In still other games, not neces­
sarily games of chance as these are usually understood, 
the outcome will nevertheless depend on chance. 

All the matters just touched upon pertain to the theory 
of games. They are not matters related to any specific 
game; they are matters related to games in general. The 
way the questions have been put suggests that games can 
be classified according to the way the questions are an­
swered. 

Game theory is, accordingly, very largely concerned 
with the classification of games, and in this it has much 
in common with other sciences which at a certain stage 
of their development were concerned mainly with clas­
sification. 

For example, biology was for many centuries mainly a 
classification science (a taxonomy). Biologists sought a 
"proper" way to claSSify plants and animals. It would 
seem at first that what the "proper" principles of clas­
sification are depends cruCially on what the classifier is 
interested in. For instance, someone coming in frequent 
contact with animals in a primitive life environment 
might classify animals into large and small, or into dan­
gerous and harmless, or into edible and inedible. There 
comes a time, however, when observation and deSCrip­
tion of nature becomes more or less separated from im­
mediate utilitarian interests. Accordingly, biologists soon 
recognized that although mice and lizards were both 
.small animals while horses and crocodiles were both 
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large animals, nevertheless mice were more closely re­
lated to horses than to lizards while crocodiles were more 
closely related to lizards than to horses. 

Formal Decision Theory 

The principle according to which game theory clas­
sifies games is best understood if game theory is viewed 
as the branch of mathematics concerned with the formal 
aspect of rational decision. The emphasis is on the word 
"formal," which in this context means "devoid of con­
tent." As has been said, game theory has been hitherto 
developed as a branch of mathematics. Mathematics 
treats of formal relations devoid of content. For exam­
ple, arithmetic is not concerned with apples, sheep, or 
dollars, but only with relations among numbers be they 
of apples, sheep, dollars, or divorces. Geometry is not 
concerned with land tracts or shapes of objects but only 
with spatial relationships. Similarly a mathematical the­
ory of rational decision is concerned not with the prob­
lem of making wise decisions but with the logical struc­
ture of problems which arise in connection with the 
necessity of making decisions. 

A decision problem is the problem of choosing among 
a set of alternative actions. Clearly such a problem is 
meaningful only if whoever must make the choice has 
some idea of what the consequences of his choice may 
be. In the simplest case, each choice of action leads to 
a single specific consequence, so that the choice of action 
is eqUivalent to a choice of a consequence among a set of 
consequences. Hence the £lrst condition which must be 
ful£llled if a decision problem is to have meaning is that 
choices have known consequences; 

Next, choice is meaningful only if the chooser has 
preferences. Thus the second condition which must be 
ful£llled, if the decision problem is to have meaning, is 
the existence of preferences of the chooser. Again we 
may consider the simplest case in which all the possible 
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consequences can be clearly rank ordered, calling the 
most preferred consequence first choice, the next most 
preferred second choice, etc. We have already assumed 
that in the simplest case, each choice of action has ex­
actly one consequence, known to the chooser. Therefore 
the decision problem in this case reduces to the problem 
of assigning preference rank orders to the consequences, 
noting which choice leads to the most preferred out­
come, and choOSing it. 

Most decision problems are not so simple. As a rule, an 
action may lead to a number of different outcomes, and 
which one will actually obtain in a given instance is not 
known to the chooser. The structure of the decision prob­
lem depends critically on the factors that determine 
which of the possible outcomes of an action will actually 
occur. If the actual outcome is determined purely by 
chance, we have a decision problem under risk or un­
certainty. Probability theory is sometimes a valuable tool 
in such decision problems. 

In some cases the outcome of one's choice of action 
will be determined not by chance but by someone else's 
choice of action. These situations fall properly within 
the scope of game theory. The classification of games 
is guided by the sort of decision problems that arise in 
the course of a game. Moreover, any situation having the 
abstract (formal) features of a decision problem of the 
same sort that appear in a game can also be called a 
game. 

In short, what distinguishes games from nongames 
from the point of view of game theory is not the serious­
ness or lack of seriousness of a situation, nor the atti­
tudes of the participants, nor the nature of the acts and 
of the outcomes, but whether certain choices of actions 
and certain outcomes can be unambiguously defined, 
whether the consequences of joint choices can be pre­
cisely specified, and whether the choosers have distinct 
preferences among the outcomes. 
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It may seem surprising that nothing has yet been said 
about the rules which define a game. Rules are impor­
tant only to the extent that they allow the outcomes 
resulting from the choices of the participants to be unam­
biguously specified. Once these choices have been listed 
and the outcomes resulting from the participants' choices 
have been ordered according to the preference of each 
participant, the rules according to which the game is 
played are no longer of any consequence. Any other 
game with possibly quite different rules but leading to 
the same relations among the choices and the outcomes 
is considered equivalent to the game in questionl In 
short, game theory is concerned with rules only to the 
extent that the rules help define the choice situation and 
the outcomes associated with the choices. Otherwise the 
rules of games play no part in game theory. How this 
comes about will, we hope, become clear in the next 
chapter. 

The Essential Features of a Game 

Game theory is concerned with situations which have 
the following features. 

1. There must be at least two players. 
2. The game begins by one or more of the players 

making a choice among a number of specified alterna­
tives. In ordinary parlance such a choice is called a move. 
In game theory "move" refers rather to the situation in 
which the choice is made, for example, the specification 
of who is to make the choice and what alternatives are 
open to him. Thus the game of Chess begins with a 
range of twenty alternatives open to the player called 
White. [These twenty alternatives are advances of one 
or two squares for each of the eight pawns (sixteen al­
ternatives) and two squares open to each of two knights 
( four alternatives) . ] 

3. After the choice associated with the first move is 
made, a certain situation results. This situation deter-
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mines who is to make the next choice and also what al­
ternatives are open to him. For example, in Chess, the 
players alternate in making their choices regardless of 
the situation. In many card games, however, the player 
to make the next choice is always the player who took 
the last trick. In all games, however, it is clear in every 
situation which player is to make the next choice and 
what alternatives are open. In Chess, after White has 
moved, Black has the same twenty alternatives regard­
less of how White has moved. But this is not the case 
on the next move (White's). For example, if White ad­
vanced his King's pawn two squares on his first move, 
and Black responded by advancing his King's pawn two 
squares, then White cannot advance the King's pawn on 
his next move. Had Black responded in any other way, 
White would have that alternative open. 

4. The choices made by the players mayor may not 
become known. In Chess all the choices are known to 
both players. But in a variant of Chess called Kriegspiel 
none of the choices made by one player are made known 
to the other (although these choices can sometimes be 
inferred from other information) . This circumstance 
makes this game quite different from Chess. Games in 
which all the choices of all the players are known to 
everyone as soon as they are made are called games of 
perfect information. Chess, Checkers, Go, Backgammon, 
and Tic-Tac-Toe are all games of perfect information. 
Most card games are not games of perfect information. 
It is instructive to see why this is so. In most card games, 
the cards are dealt face down, so that each player can 
see only his own hand. Imagine that Chance is a ficti­
tious player in such a card game. The first move is 
Chance's. She is to "choose" between all the possible 
arrangements of the deck. The result of this move is 
unknown to the other players. Thereafter, the results of 
each move may be known to everyone (e.g., if the cards 
are played face up), but Chance's choice remains un-



20 Two-Person Game Theory 

known at least for some time. (It may be inferred later.) 
Therefore such a card game is not a game of perfect 
information. The importance of singling out games of 
perfect information is that in such games there is always 
a "best way to play" which can be specified without 
mentioning chance, while in other games this is not 
necessarily the case.1 

5. If a game is described in terms of successive choices 
(moves), there is a termination rule. Each choice made 
by a player determines a certain situation. For example, 
following each move, the arrangement of the pieces on 
the chessboard defines a situation. Certain situations in 
Chess are called "checkmate." When such a situation 
occurs, the game is ended. Many card games end when 
all cards in the deck have been played; a game of Tic­
Tac-Toe ends when one player has three naughts (or 
crosses) in a straight line, etc. While in common parlance 
one speaks of the end of a game, in game theory one 
speaks of the end of a play of the game. The word 
"game" is reserved for the totality of rules which define 
it. We shall for the most part adhere to the usage of 
game theory, but on occasions, when there is little danger 
of confusion, we shall revert to common usage in order 
to avoid awkward expressions. Thus we shall say, "Three 
games of Chess were played" instead of "Three plays of 
Chess were played." 

6. Every play of a game ends in a certain situation 
(i.e., one of the situations which define the end of a 
play). Each of these situations determines a payoff to 
each bona fide player. A bona fide player is one who 
( 1) makes choices and (2) receives payoffs. Thus, al­
though we called Chance a player in a card game (be­
cause she "chose" the arrangement of the cards), we 
cannot call her a bona fide player, because she gets no 
payoffs. In a game, as defined in game theory, there 
must be at least two bona fide players, in the sense that 
each of them makes choices and receives payoffs. 
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Solitaire is not a game from the point of view of game 
theory. The player of Solitaire is, to be sure, a bona fide 
player, because he both makes choices (in the more 
sophisticated forms of Solitaire) and receives payoffs (at 
least wins or loses). However, the other player, Chance, 
only makes choices (arranging the cards), but re­
ceives no payoffs. Chance is only a dummy player. Nor 
can the House (if solitaire is played in a gambling estab­
lishment) be called a bona fide player, because although 
the House receives payoffs, it makes no choices. Playing 
the slot machine is not a game either. Curiously, the slot 
machine can be considered a bona fide player. It makes 
choices (to be sure at random, but this does not matter) 
and receives payoffs. But the person who plays the slot 
machine only receives payoffs. He makes no choices, 
because the only thing he can do in each play of the 
game is insert a coin and pull the lever. Therefore he is 
not a bona fide player. He is only a dummy player. 

If the above six criteria are satisfied, we can speak of 
a game.2 A particular game is defined when the choices 
open to the players in each situation, the situations defin­
ing the end of a play, and the payoffs associated with 
each play-terminating situation have been specified. 



2. Utilities 

So far nothing has been said about the nature of the pay­
offs. In game theory it is simply assumed that numbers, 
positive or negative, can be specifl.ed as payoffs for each 
of the terminating situations. In card games it is quite 
natural to view the money gains and losses as the pay­
offs. Some games like Chess or Tic-Tac-Toe are not usu­
ally played for money. However, the outcomes of these 
games are clearly defl.ned as "win," "draw," or "lose." 

It is assumed in game theory that all outcomes can be 
interpreted as numbers. For example, if the only dis­
tinguishable outcomes are win, lose, and draw, 1 can 
stand for win, -1 for lose, 0 for draw. How these num­
bers are assigned is not the game-theoretician's concern. 
It is conceivable, for example, that a Chess player would 
rather risk losing a game than settle for a draw. It is 
even conceivable that a man playing Checkers with a 
child would rather lose than win. In that case a larger 
payoff must be assigned to his loss than to his win. 

If payoffs are in money it is quite likely that the psy­
chological "worths" of the amounts of money do not cor­
respond to their numerical values. To win $20 in a poker 
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game may be "worth," to a given Poker player, more 
than twice as much or less than twice as much as to win 
$10. Since the magnitudes of the payoffs play a part in 
denning a particular game, the game remains undenned 
if we do not know what payoff magnitudes are assigned 
by the players to the outcomes, eve~ if the latter are 
specined in terms of monetary payoffs. However, this 
problem is bypassed by the game theoretician, who as­
sumes that the payoffs are given. Once the payoffs are 
given, the game is denned. Once the game is denned, 
game-theoretical analysis can be brought to bear on it. 

The assumption that something is "given" is not as 
crippling to a theory as might nrst appear. Every theory 
must begin with some givens. For example, the mathe­
matical theory known as trigonometry purports to spec­
ify the length of the third side of a triangle once the 
lengths of the other sides included in the angle are given. 
The problem of measuring the two sides and the angle of 
a real physical triangle (say a tract of land) is not the 
business of the trigonometer. This is the business of the 
surveyor, who works with appropriate instruments. It 
so happens that small errors in the surveyor's measure­
ments are reflected in a small error of the theoretically 
inferred result. This circumstance makes trigonometry 
useful as a practical science. But whether this is so or 
not, a theoretical science has its own validity: its con­
clusions are certain consequences of what has been 
given; they need not correspond to what is factually 
true. 

Euclid's geometry is a more abstract science than the 
applied trigonometry used by the surveyor. A theorem of 
geometry says that "there exists" only one triangle with 
the lengths of two of its sides and the included angle 
specined. (This assertion is to be understood in the sense 
that all such triangles are congruent.) Elementary geom­
etry does not specify how the length of the third side is 
to be determined from the lengths of the other two and 
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from the included angle. It says only that the length of 
the third side is determined once the other two lengths 
and the angle are given. This conclusion is not "prac­
tical" in the business of surveying, because what the 
surveyor wants to know is how actually to find the length 
of the third side. Nevertheless the "existence" theorem of 
geometry is important, for only if the theorem is true 
does it make sense for the trigonometer to calculate the 
third side. 

Game theoretical conclusions, like all mathematical 
conclusions, are based on givens and on the assumption 
that these givens can be somehow made known. The 
given payoffs are assumed to reflect the psychological 
worth of the associated outcomes to the player in ques­
tion. The task of determining these psychologically 
meaningful payoffs is the task of the psychologist, not of 
the game theoretician, just as the job of measuring the 
distances along the surface of the earth is the job of the 
surveyor, not of the mathematician. It goes without say­
ing that it helps the surveyor to be versed in mathe­
matics. Similarly it may help the psychologist to be 
versed in game theory. 

While the actual determination of the payoffs is not 
the game theoretician's concern, the game theoretician 
has something to say about the scale on which such 
determination should be made. We must therefore look 
into this question. 

Scales of Measurement 

All measurements specify relations among magnitudes. 
Once these relations have been specified, other relations 
can be derived from them. For example, if A is found 
to be twice Band B three times C, then we can con­
clude that A is six times C. Some relations are not so 
exactly specified, and the conclusions that can be derived 
from them are accordingly less precise. For instance, if 
all we know is that A is larger than Band B is larger 
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than C, we can conclude that A is larger than C but not 
how much larger. 

It stands to reason that the more exactly relations are 
specifl.ed, the more specifl.c are the conclusions that can 
be drawn from them. But not all relations can be spec­
ifIed as exactly as we wish. For instance, if we read the 
temperature to be 200 F. on Monday and 40 0 F. on Tues­
day, we can certainly say that it was warmer on Tuesday 
than on Monday. But we cannot say it was twice as 
warm on Tuesday. For suppose the temperatures had 
been read on a Centigrade scale. Then the readings 
would have been -6 2/30 C. and 4 4/9 0 C. for Monday 
and Tuesday, respectively. The second of these numbers 
is certainly not twice the fl.rst. Hence the statement "It 
was twice as warm on Tuesday as on Monday" is true 
only with respect to the Fahrenheit scale. But the Fahr­
enheit scale is not something given by nature; it was 
invented by Fahrenheit, who chose the fl.xed points and 
the size of a degree quite arbitrarily. A conclusion which 
depends on these specifl.c conventions cannot reflect an 
objective state of affairs, such as the weather reflects. 

It follows that it makes no sense to speak of the ratio 
of two temperatures, at least on the conventional scales. 
It is, however, meaningful to speak of the ratios of dif­
ferences of temperature. Suppose, for example, we read 
300 F. on Wednesday. Then we could say, "The rise of 
temperature was twice as much from Monday to Tues­
day as the fall from Tuesday to Wednesday." Indeed on 
the Centigrade scale the temperature would have read 
-1 1/90 on Wednesday, and on that scale the rise in 
temperature from Monday to Tuesday was 11 1/90 ; the 
fall from Tuesday to Wednesday was 5 5/90 • The fl.rst 
number is indeed twice the second. 

If magnitudes are given in such a way that one can 
sensibly say of any two which is the larger but can say 
nothing about the magnitude of the differences, these 
magnitudes are said to be given on an ordinal scale. 
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Thus if I can say that I prefer Keats to Shelley and 
Shelley to Wordsworth (and therefore Keats to Words­
worth), then my preferences among poets are defined on 
an ordinal scale. But I may not be able to say whether 
my preference of Keats to Shelley is larger or smaller 
than my preference of Shelley to Wordsworth. If I can­
not, then my scale of preference is no stronger than the 
ordinal scale. 

If differences of magnitude can be compared, but 
nothing can be said about the ratios of the magnitudes 
themselves, the magnitudes are said to be given on an 
interval scale. For instance, the conventional tempera­
ture scales are interval scales, as we have seen. 

If ratios of the magnitudes themselves can be specified, 
the magnitudes are said to be given on a ratio scale. 
Weight, money, length, area, energy, time intervals are 
all measured on ratio scales. 

Of the three scales just described, the ordinal scale 
is the "weakest," and the ratio scale is the "strongest." 
The ordinal scale is weak in the sense that little informa­
tion is given about the magnitudes measured on it-only 
the rank order of the magnitudes is given. This means 
that we have much freedom in assigning actual numbers 
to the magnitudes. Suppose, for example, the relative 
magnitudes of A, B, and C are given by the inequality 
A> B > C. We can, if we wish, assign the numbers 100, 
17, and -25 to A, B, and C respectively. Or we can 
equally well assign the numbers 3, 2, and 21/11. It does 
not matter how we assign the numbers as long as they 
are in descending order; for this is the only relation 
specified by the ordinal scale of magnitudes. Mathe­
matically speaking, one can substitute for A, B, and C 
any three other numbers A', B', C', so long as the latter 
are obtained from the former by a so-called monotone 
transformation-a formula that changes the numbers of 
one set to the numbers of another set while preserving 
their relative positions on the axis of real numbers. Ex-
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amples of such formulas, or mathematical functions as 
they are called, are y = x3 or y = lOx. They are called 
positive monotone because the two variables always in­
crease or decrease together. This property guarantees 
the preservation of the rank order. For example, if the 
x's are 100, 17, and -25, and if we transform the x's into 
y's by y = x3, we obtain instead of 100, 17, and -25, 
1,000,000, 4913, and -15,625 which are still in the same 
rank order. If we transform by y = lOx, we obtain 1,000, 
170, and -250 which are again in the same rank order. 
But clearly the transformation y = x2 will not do, be­
cause this gives 10,000, 289 and 625 which are not in the 
same order of magnitude as 100, 17, and -25. The func­
tion y = x2 is not a monotone function of x. Mathemati­
cally speaking, the ordinal scale is invariant with respect 
to positive monotone transformations. 

Consider now the ratio scale, which, we said, was the 
strongest of the three. If magnitudes are given on a ratio 
scale, this means that the ratios of any two magnitudes 
are also given. We now ask what kind of transformations 
leave the ratios the same. The answer is that only the 
function y = ax where a is a constant leaves the ratios 
the same. If we demand that also the relative magnitudes 
are preserved, then a must be a positive constant. For 
example, if we multiply our three numbers 100, 17, and 
-25 by 10, we get 1,000, 170, and -250. The ratio be­
tween any two of them is clearly the same as before, 
because the factor of ten cancels out in the ratio. The 
transformation y = ax is sometimes called the similarity 
transformation. The ratio scale is invariant with respect 
to the similarity transformation. 

Finally, let us look at the interval scale. The important 
relation now is the ratio of differences. This relation is 
left invariant with respect to the so-called linear trans­
formation y = ax + b. If the rank order is to be pre­
served, we must also have a > O. The ratio of the differ­
ences among our three numbers is (100 - 17)/[17-
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( -25)] = 83/42. Let a = 2 and b = l. Then the three 
numbers become 201, 35, -49. The ratio of the differ­
ences is now (201 - 35)/[35 - (-49)] = 166/84 = 
83/42. Thus the ratio of differences has been preserved. 
The interval scale is invariant with respect to the (order­
preserving) linear transformations y = ax + b (a > 0). 
(In what follows always assume that a linear transfor­
mation is order-preserving.) 

In game theory it is assumed that magnitudes assigned 
to the payoffs denote the worth of the payoffs to the 
respective players, and denote also that the magnitudes 
can be determined on an interval scale. This means that 
a player given any three outcomes, A, B, and C, can say 
without ambivalence not only his order of preference 
(say, A > B > C) but can also tell the ratio of the differ­
ences among the preferences, for example, "My prefer-· 
ence of B over C is 3t times greater than my preference 
of A over B." 

Thus the player's preference scale used in game theory 
must be stronger than the ordinal scale (on which he 
needs to specify only the preference order among the 
outcomes) but need not be as strong as the ratio scale 
(on which he would have to specify the ratio of any two 
magnitudes) . 

Payoffs as Utilities 

When payoffs are specified on an interval scale, they 
are called utilities. Let us now see why it is necessary to 
specify payoffs on the interval scale. 

Suppose a certain game of strategy is analyzed to the 
extent that a best way of playing the game is found. 
Suppose now the game is played for different stakes. 
What had been pennies become dollars. It is quite con­
ceivable that real people would play the same game 
quite differently if it were played for dollars than if it 
were played for pennies. But how differently they would 
play we do not know without knowing quite a bit about 
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the psychology of playing for money and, very possibly, 
without knowing a great deal about different kinds of 
people. Some people might take smaller risks when 
playing for bigger stakes; some might take larger risks, 
carried away by the excitement of playing for big stakes. 
Game theory, however, is not at all concerned with such 
matters. It is concerned with rational ways of playing 
and this means only one thing: to get as much as 
possible in terms of utilities. Therefore it should make 
no difference in what units the utilities are measured. 
Translated into mathematical language, this means that 
the payoff scale should remain invariant under the posi­
tive similarity transformation y = ax (a > 0). 

Next, suppose all the possible payoffs of a player are 
changed by having the same constant added to each of 
them. This means, essentially, that whatever the out­
come of the game, the player gets a certain fixed bonus 
( or pays a certain fee). Since the magnitude of the bonus 
or of the fee is independent of the outcome, including 
the reward or the penalty in the payoff should make no 
difference in the way the game should be rationally 
played by the player in question. Therefore the payoff 
scale should also be invariant with respect to the trans­
formation y = x + b (b constant). Combining this trans­
formation with the similarity transformation, we get a 
linear transformation in the form y = ax + b. But if a 
scale remains invariant under the linear transformation, 
it is an interval scale. This is why utilities are assumed 
to be given on an interval scale, namely to make them 
invariant under linear transformations. 

How realistic is this assumption? Recall that it implies 
the player'S ability to measure the ratios of differences 
among his preferences. If the nature of the outcomes is 
not restricted, this may mean that the player must be 
able to answer questions like "How many times greater 
is your preference for malaga over madeira than your 
preference of madeira over port?" To expect meaningful 
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(i.e., consistent) answers to questions of this sort does 
not seem realistic. 

Actually the measurement of utilities is supposed to be 
carried out in another way. Suppose the payoffs are a 
bottle of malaga, a bottle of madeira, and a bottle of 
port, and suppose a player prefers wines in that order. 
This determines his preferences on an ordinal scale, but 
we need a stronger one, namely an interval scale. To 
obtain it, we offer the player a choice between two 
tickets. One ticket entitles him to a bottle of madeira. 
The other ticket is essentially a lottery ticket. It will get 
him a bottle of malaga or a bottle of port depending on 
the outcome of an event determined by chance, where 
the chances are, say, 50-50 of either outcome. Now all 
the man has to decide is which ticket he prefers. No 
numerical estimate is demanded of him. 

Suppose, for example, the man prefers the lottery 
ticket to the ticket which entitles him to madeira. Let 
him now be confronted with anoti.ler choice, the same as 
before except that the chances in favor of malaga (his 
favorite wine) have now been reduced to forty percent. 
If he still prefers the lottery ticket, let the chances for 
malaga be reduced still further. Somewhere along the 
line before the chances for malaga are reduced to zero, 
the man must change his mind; otherwise he will be 
preferring a ticket which entitles him to port over a 
ticket which entitles him to madeira, in contradiction to 
his declared preference. 

Suppose the change of mind occurs just as the chances 
for malaga reach- twenty-five percent. The game theorist 
now determines the man's utilities (i.e., his preferences 
on an interval scale) as follows. Let Uo stand for the 
utility of port, u for the utility of madeira, and Ul for the 
utility of malaga. We can, if we wish, assign the value 
o to Uo and the value of 1 to UI, because on an interval 
scale the choice of the zero point and the unit point are 
arbitrary. It remains merely to determine the value of 
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u, or, which is the same thing, the ratio of the intervals 
(Ul - u) and (u - 110). This is done by equating the 
expected3 utility associated with lottery ticket to the 
utility of madeira, namely, 

.25Ul + .75uo = u. ( 1) 

But we have set Ul = 1, Uo = O. Therefore u = .25. On 
the interval scale of utilities, then, the preference magni­
tudes of malaga, madeira, and port are respectively 1, 
.25, and O. Since the interval scale is invariant with re­
spect to linear transformations, any other three numbers 
will do provided they are obtained from 0, .25, and 1 
by a linear transformation, for example, 3, 4, and 7 or 
13, 17, 29: in short, any three numbers such that the 
difference of the larger two is three times the difference 
of the smaller two. For by indicating his indifference 
between the (.25, .75) lottery ticket and madeira, the 
man has effectively said "My preference of malaga over 
madeira is three times greater than my preference of 
madeira over port." Possibly he could not have given 
such an answer directly. 

Now whether in fact utility scales can be teased out by 
such methods more easily than by direct questions about 
relative sizes of preference differences (if at all) is an 
open question. The answer depends on whether the 
ratios so determined are consistent. Suppose an interval 
scale is obtained on which several objects are rated, A, 
B, C, D, etc. Then, if our investigation reveals that 
(A-B) = 2(B-C) and (B-C) = 3(C-D), then we ought 
to obtain 2(A-B) + 2(B-C) = 2(A-C) = 6(B-C) = 
18(C-D) or (A-C) = 9(C-D). But the last relation can 
be determined also directly by using A, C, and D as the 
triple (offering a choice between C with certainty and 
various lottery tickets involving A and D). The two re­
sults ought to be consistent with each other if the utilities 
of the four objects are to be meaningful. It is by no 
means certain that data obtained from people asked to 
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express preferences of this sort will be sufficiently con­
sistent to allow the construction of an unambiguous util­
ity scale. 

As has already been pointed out, these matters are 
not of concern to the game theoretician. His position is 
that if utility scales can be determined, then a theory of 
games can be built on a reliable foundation. If no such 
utility scale can be established with references to any 
real subjects, then game theory will not be relevant to 
the behavior of people in either a normative or descrip­
tive sense.4 

For the time being, we shall leave this question of 
relevance and assume that somewhere players exist or 
can be imagined for whom utility scales of payoffs can 
be constructed. 

Choices Between Lottery Tickets 

The utility scale, as it has been denned, implies that of 
two risky outcomes, the one with the greater expected 
utility is always preferred. A risky outcome can be 
thought of essentially as a lottery ticket entitling the 
owner to any of several prizes depending on the out­
come of a chance event. Such a lottery ticket carries a 
list of the prizes with the probability attached to each, 
namely the probability of the event which entitles the 
holder of the ticket to the prize in question. Two ex­
amples of such lottery tickets are given: 

Lottery 
Ticket #1 

PRIZES 

Prepaid trip to Mexico City 
Ford station wagon 
Getting elected mayor 
20 days in jail 
Nothing 
Win $1,000 
Lose $1,500 

PROBABILITIES 

(chances to win) 

(.02) 
(.10) 
(.00) 
(.20) 
(.38) 
(.19) 
(.1l) 



Lottery 
Ticket #2 

Prepaid trip to Mexico City 
Ford station wagon 
Getting elected mayor 
20 days in jail 
Nothing 
Win $1,000 
Lose $1,500 
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(,08) 
(.00) 
(.12) 
(.35) 
(.10) 
(.15) 
(,20) 

The definition of utility, as it is used in game theory, 
implies that players can consistently choose among all 
possible lottery tickets of this type.5 Let us take a closer 
look at what this means. 

Note that the outcomes listed on one ticket are all 
listed also on the other. This can always be done if we 
include outcomes with zero probabilities. For example, 
"getting elected mayor" has zero probability on Ticket 
# 1, and "Ford station wagon" has zero probability on 
Ticket #2. We could, therefore, have omitted "getting 
elected mayor" from one ticket and the station wagon 
from the other. But this also implies that we can add 
to any lottery ticket any item which is not listed on it, if 
we assign zero probability to the added item. This, in 
turn, means that the lists of prizes associated with all 
the relevant lottery tickets can be made identical. 

Imagine now a man who must choose between Tickets 
# 1 and #2. Suppose Mexico City, station wagon, get­
ting elected mayor, and winning $1,000 are attractive to 
this man, while 20 days in jail, losing $1,500, and nothing 
are not attractive. Some of the attractive items appear 
with greater probabilities on one ticket, some on the 
other, and similarly for the unattractive items. What will 
determine the man's preference? He may concentrate on 
one item, for example, 20 days in jail. If he wants to 
avoid this at all costs, he will be wise to choose Ticket 
# 1. But if he happens to want to get elected mayor at 
all costs, he will choose Ticket #2. This sort of "one­
criterion decision" is easy, but it ignores the really im-
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portant problems of conflicting preferences. In order to 
face these problems, the man must weigh advantages 
against disadvantages. If he wants very much to be 
elected mayor but also to stay out of jail, he will have 
to estimate the relative importance to him of these out­
comes so as to know whether an increase of the proba­
bility of being elected mayor, from zero to .12, is worth 
the increase of the probability of jail from .20 to .35. 
This estimate involves comparisons of two pairs of out­
comes but of course neglects all the others. We begin to 
see how complex the problem becomes if all of the out­
comes must be considered. 

Now, in being asked to decide between the two tickets, 
the man is not asked to calculate anything. He is asked 
simply to choose between the two. It is from his choices 
that the theoretician will construct the man's utility 
scale on which all the outcomes will be assigned num­
bers (utilities). But this scale can be constructed only if 
the man's choices are consistent, e.g., if having chosen 
Ticket#2 over Ticket # 1 and Ticket #3 (not shown 
here) over Ticket #2, the man will choose Ticket #3 
over Ticket # 1 when this pair is presented to him for 
choice. This consistency is not expected in experiments 
or in real life situations. Faced with complex choices, 
people are very frequently inconsistent, especially when 
the outcomes are as different qualitatively as the ones 
we have listed (and frequently also when the outcomes 
are easily comparable, e.g., all money prizes with differ­
ent probabilities attached). Nevertheless, game theory 
postulates "rational players" who are able to choose con­
Sistently among all possible risky outcomes. The question 
whether such players exist bears on the question of 
whether game theory can ever be applied to behavior 
(either normatively or descriptively). However, many a 
theory deserves examination quite apart from the ques­
tion of its immediate applicability, and game theory is 
an outstanding example of a theory of this sort. 
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Expected Gain 

Consistent choices among risky outcomes become 
somewhat more likely if the outcomes are all of one 
kind. Suppose all outcomes are in money, and the man 
must choose between the following lottery tickets. 

PRIZES PROBABILITIES 

Lose $10 (.05) 
Lose $5 (.10) 
Lose $1 (.20) 

Ticket A Nothing (.35) 
Win $2 (.25) 
Win $20 (.03) 
Win $100 (.02) 

Lose $10 (.15) 
Lose $5 (.20) 
Lose $1 (.20) 

Ticket B Nothing (.30) 
Win $2 (.00) 
Win $20 (.08) 
Win $100 (.07) 

Here a man might calculate his "expected gain" from 
each lottery. To do this he multiplies each gain (positive 
or negative) by the associated probability and adds the 
products. Thus the expected gain associated with Ticket 
A in dollars is 

(-10)(.05) + (-5)(.10) + (-1)(.20) 
+ (2)(.25) + (20)(.03) + (100)(.02) = $1.90 

The expected gain associated with Ticket B is 

(-10)(.15) + (-5)(.20) + (-1)(.20) 
+ (20) ( .08) + (100)( .07) = $5.90 

The man may well choose Ticket B on that basis. Clearly 
the choice is rational if it is offered many times. For then 
it is highly probable that the expected gain of a ticket 
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will be the actual gain averaged over many such tickets. 
In fact, the maximization of expected gain is actually 
used as a decision principle in businesses where actuarial 
computations are made, e.g., insurance. 

However, if the choice between Ticket A and Ticket B 
is offered only once, it is by no means certain that every­
one will prefer Ticket B, nor that it is necessarily the 
rational choice. For on the single occasion neither of the 
expected gains will be realized. What will be realized is 
one of the listed outcomes. In this case the expected gain 
is nothing but a theoretical construct without practical 
signifl.cance: it is no consolation to know that the ex­
pected gain was $5.90 if you actually lose $10, which is 
more likely if Ticket B is chosen. 

A man faced with a choice between Ticket A and 
Ticket B might be impressed by the fact that Ticket A 
offers him thirty chances out of a hundred to win money, 
while Ticket B offers only fifteen chances out of a hun­
dred. But if he is guided by this consideration, he is in 
effect simply making a cruder calculation than that based 
on expected gain. Specifically, he is equating the utilities 
of all the winning outcomes. Is this rational? The theory 
of utility, as it is presented in game theory, makes no 
judgment about such matters. How one assigns utilities 
to outcomes is the decision-maker's private affair. These 
assignments are to be presumably discovered from the 
decision-maker's preferences among all possible lottery 
tickets, prOVided these preferences are consistent. There­
fore it makes no sense to ask whether it is rational always 
to choose risky outcomes with greater expected utility. 
Utility, as it is defined in game theory, is that quantity 
whose expected gain in a riSky choice is attempted to be 
maximized by a decision-maker, whose choices among 
risky outcomes are consistent. In short, in the context of 
game theory it makes no more sense to ask whether max­
imization of expected utility gain is a rational principle 
of decision than to ask whether an inch is really an inch 
long. 
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This view of utility is not always well understood, and 
so must be made entirely clear before game theory 
proper is examined. As an example, suppose a man is 
asked to bet his life savings ($10,000) on a toss of a 
die, which will win him $100,000 if the ace turns up. 
The expected gain (in money) of this bet is $8,333.33. 
Most people would feel that it would not be wise to 
accept this bet. This feeling is a reflection of a tacit 
assumption that the loss of $10,000 in life savings has a 
far greater disutility than one-tenth of the utility of 
winning $100,000. On the other hand, suppose the man 
needs $100,000 to ransom his child from murderous 
kidnappers and that this bet is the only way he can 
procure the amount. His acceptance of the bet becomes 
understandable. 

Another important problem raised in connection with 
the use of utilities is that of comparing the utilities for 
the same outcome of different people. 

Suppose two people, A and B, must decide jointly be­
tween two alternatives, say between two business ven­
tures X and Y. Should they undertake venture X, A will 
make $200 while B will make $400. If they undertake 
venture Y, A will make $500, while B will make $200. It 
stands to reason that A prefers Y, while B prefers X. 
One might argue that it makes more sense for them to 
undertake Y, since fointly they will make more in that 
venture. It would, indeed, be worthwhile to A to pay B 
$250 in order to induce him to join in venture Y, since 
as a result A will have made $50 more than in venture 
X, and so will B. This arrangement is reasonable if (1) 
it is possible for the money to be transferred, (2) agree­
ments about the transfer are enforceable, and (3) in 
being transferred, money preserves its utility. Situations 
can be easily imagined where any or all of these condi­
tions are violated. Moreover, outcomes of decisions are 
not always associated with monetary payoffs. 

Suppose, for example, venture Y will bring A a much 
larger profit but will cost B his self-respect. It is now 
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more difficult to argue that A can compensate B by 
turning over a portion of his profits to him. To be sure, 
there are versions of economic theory in which all utili­
ties can be reduced to a common measure like money; 
but the realism of such theory is open to question. At 
any rate it would be desirable to have a theory of ra­
tional conHict in which such an assumption need not be 
made. 

Now if the utility of each party (a party is represented 
by a set of interests) is given on an interval scale, the 
question of comparing the utilities for a given outcome 
of two or more parties need not arise, in fact, cannot 
arise, for in that case such comparisons are meaningless.6 

Whether the assumption of an interval scale for utili­
ties is psychologically realistic is another question, and 
one against which much evidence can probably be mar­
shalled. This assumption is made in order to avoid 
psychological issues, such as whether utilities of differ­
ent parties can be meaningfully compared. 

Having by-passed all the psychological problems asso­
ciated with the measurement of utilities or, indeed, with 
the question of whether consistent utility scales can be 
established at all, two-person game theory makes only 
one demand, namely that whatever utility scale is estab­
lished, it shall be an interval scale. This means that what­
ever decisions are prescribed in risky choices, they should 
remain the same if the decision-maker's utility scale 
undergoes a linear transformation. If the utilities asso­
ciated with a certain set of outcomes are denoted by 
u ( 01), where 01, 02, • • • On are the outcomes, no conclu­
sion of the theory should be affected if instead of u ( 01 ) 

we write au( 01) + b where a and b are arbitrary con­
stants, a > o. Moreover, we can choose a and b differ­
ently for each of the players in a game. 

We shall henceforth accept this basic assumption of 
two-person game theory. 



3. Strategy 

Race-to-Twenty is a children's game which is a simple 
version of the ancient game of Nim. In our discussion 
the extreme simplicity of Race-to-Twenty will enable us 
to analyze the game completely. The idea of strategy 
will come out of this analysis. 

In Race-to-Twenty, two players count from 1 to 20 
alternately, each player having a choice of advancing 
the count by either one or two numbers. Thus the first 
player may say "One" or "One, two." If he says "One," 
the second player may say "Two" or "Two, three"; if the 
first player says "One, two," the second player may say 
"Three," or "Three, four," etc. The player who says 
"Twenty" first wins. 

A little reflection shows that player 1 must always 
win. He will certainly win if he can say "Seventeen." For 
in that case, if player 2 says "Eighteen," the first player 
can say "Nineteen, twenty"; if the second player says 
"Eighteen, nineteen," the first player can say "Twenty." 
Similarly the first player can always say "Seventeen" if 
he can say "Fourteen"; he can say "Fourteen" if he can 
say "Eleven," and so on with "Eight," "Five," and "Two." 
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But player 1 can start the count with "One, two." There­
fore, he will always win, provided he ends his successive 
counts on five, eight, eleven, etc. To win, he must adhere 
to the following policy: always end the count with a 
number which upon division by 3 gives remainder 2. 
The critical numbers, 2, 5, 8,11,14,17, and 20 all give re­
mainder 2 upon division by 3. The mathematician says 
these numbers are congruent to 2 modulo 3. Two num­
bers congruent to a third are congruent to each other. 
We can, therefore, also formulate the policy so: always 
end the count on a number congruent to 20 modulo 3. 

This idea of "congruence modulo some number" im­
mediately enables us to generalize the winning policy 
of any game of this sort, where the target number may 
be chosen at will and each player has a choice of ad­
vancing the count by any of a set of successive numbers. 
Suppose, for example, the target number is 57, and each 
player can advance the count by one, two, three, four, 
or five consecutive numbers. Then the winning policy for 
the first player is the following: always end the count 
by a number congruent to 57 modulo 6. And in general, 
if the target number is N and the count may be advanced 
by 1, 2, . . . or k, the first player will win if he ends all 
his counts on numbers congruent to N modulo k + 1. 

The statement, always end the count on a number 
which ... etc., is clearly a set of directions which tells 
a player what he is to do in every possible situation in 
which he may find himself while playing one of the 
games just described. A strategy is essentially just that. 
It is, of course, not always possible to give such instruc­
tions in so compact a form. For example, in order to 
state a strategy for the game of Tic-Tac-Toe, one needs 
many more words than in the case of Race-to-Twenty, 
because we do not have terms to express the various 
classes of configurations which may arise. SpeCifically, 
the description of a strategy chosen by player 1 
(Naughts) might start as follows. "My first naught will 
be placed in the center square. Should Crosses (player 
2) play in a corner, I will play in the diagonally oppo-
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site corner .... " This does not complete the descrip­
tion, which becomes more and more involved as it 
proceeds, because the next choice must be given in all 
the possible situations which may arise. These become 
progressively more numerous, because Naughts must 
take into account all possible choices of Crosses, stupid 
ones as well as intelligent ones. After this is done, one 
strategy has been described. 

How many of such strategies are there in a game? How 
many would there be in a game like Tic-Tac-Toe, and 
in how many different ways can a game of Tic-Tac-Toe 
be played? Although the latter number is quite large, it 
does not compare in magnitude with the number of 
possible strategies. This is important to keep in mind, be­
cause it is easy to confuse the idea of strategy with 
that of a particular realization of a game, which is de­
termined by a pair of strategies. 

In Tic-Tac-Toe, the first player has a choice of 
nine boxes in which to put his naught. Then the 
second player has a choice of eight boxes in which 
to put his cross. Then the first player has a choice 
of seven boxes in which to put his naught, etc. The 
game ends, of course, when one of the players has 
placed three of his marks in a row. This can happen 
at the earliest on the fifth move. Therefore the game 
can last anywhere from five to nine moves. Actually a 
game of Tic-Tac-Toe is usually broken off when it be­
comes obvious that one of the players must win or that 
neither can win. But if we are to go by this criterion, 
then every game of Tic-Tac-Toe should be broken off 
before it starts, since a complete analysis reveals that 
neither player can win if both play correctly. We shall 
suppose, however, that every game is played out to the 
bitter end, and for simplicity of calculation we shall 
suppose that the game continues until all the boxes have 
been filled, even if a player has succeeded in getting 
three in a row. So calculated, the number of different 
ways a game of Tic-Tac-Toe can be played is 9 X 8 X 

7 X 6 X 5 X 4 X 3 X 2 = 362,880 ways. This number is 



42 Two-Person Game Theory 

inflated, because it includes all the plays of the game that 
have continued even after one player has won. The 
number is inflated also in another way. It includes plays 
of the game which show the same record (i.e., plays 
where naughts and crosses are in the same boxes but 
which happen to have been arrived at by different se­
quence of choices). We can easily correct for this by 
calculating the number of ways five naughts can be put 
into nine boxes (for this leaves the other four boxes for 
crosses). This number turns out to be 126, much smaller 
than our original estimate of 362,880. But even 126 is an 
inflated value if one does not wish to distinguish be­
tween outcomes which can be considered equivalent. For 
example, compare the two outcomes shown in Figure 1. 

** 
X X X 

X 0 0 X 0 

(a) ( b) 

FIG. 1 

Obviously (b) can be obtained from (a) by rotating (a) 
clockwise through 90°. Should not therefore (a) and 
(b) be considered the same outcome? This depends, of 
course, on the purpose of the classification, i.e., the sort 
of analysis the classification is supposed to serve. 

We see, then, that the question of how many different 
ways a game can be played does not have a clearly 
defined answer unless we specify how we wish to classify 
the different outcomes. 

With strategies the situation is similar. In order to fix 
ideas, we shall calculate the largest possible value of 
the number of strategies possible in Tic-Tac-Toe, for this 
number is the easiest to calculate. 
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We note that the first player can start the game in nine 
different ways. On the next move, the second player has 
eight choices, after which the first player has seven 
choices. Now the number of ways in which the first 
player can specify what he will do on the third move in 
response to each of the other's choices is 78 • Similarly 
the number of ways in which the first player can specify 
what he will do on the fifth move in response to the 
other's six choices is 56, and the number of ways in which 
the first player can specify what he will do on the 
seventh move in response to each of the other's four 
choices on the sixth move is 34 • On the ninth move, how­
ever, the first player can do only one thing, namely put a 
naught in the only box left. Thus the number which is 
sufficient to encompass all of the first player's strategies 
is 9 X 78 X 56 X 34 = 65,664,686,390,625. 

Like our previous estimates of the number of out­
comes, this number is strongly inflated. In order to trim 
it down, we would have to take into account the sym­
metries inherent in the structure of the game. This is by 
no means an easy task. Therefore, the question, "How 
many different strategies are available to each of the 
players in Tic-Tac-Toe?" remains open. The answer de­
pends on which strategies we are willing to consider 
equivalent, for practical purposes. "For practical pur­
poses" is to be understood in terms of what is important 
in the strategic structure of the game. 

The importance of the idea of strategy stems not 
from the possibility of analyzing a game but rather from 
the resulting conceptualization of a game. In common 
parlance we speak of flexible and of rigid plans of action. 
We call a plan of action rigid if it contains few con­
tingent decisions, and flexible if it contains many such 
decisions. Plans made long in advance of the action we 
associate with rigidity, implying that to be flexible, one 
must be willing to wait and see, to defer decisions until 
one has taken into account the way a situation develops. 
This conception of flexibility may be valid in real life, but 
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it is irrelevant to the notion of strategy, as the term is 
defined in game theory. One might think that making 
a commitment to a definite strategy before the play of 
the game starts is tantamount to abandoning flexibility, 
but this is by no means the case. A strategy, as we have 
defined it here, already contains in it all the contingen­
cies which can possibly arise. Deferring decisions until 
the corresponding choice must be made does not increase 
flexibility. Any feeling to the contrary which we may 
have stems from the well-known circumstance that in 
real life unforeseen developments occur. In the situa­
tions defined as games in game theory there are no such 
unforeseen developments. Everything that can possibly 
occur in the course of a play of a game is known. What 
is not known is the way the opposing player will actually 
choose each of his moves. But all the choices open to 
him are known. A strategy is a plan which provides for 
every possible choice on the part of the other player. 

To emphasize the irrelevance of the notion of rigidity 
to that of strategy choice, consider the following strategy 
chosen by player 1 in Race-to-Twenty. "Whatever he 
does, I shall continue the count by two." Our immedi­
ate reaction to this strategy is that it is too rigid. We feel 
the player should make his responses contingent on the 
other player's responses. For example, if the other says 
"Ten" it is better to continue with one number and say 
"Eleven." And if he says "Nine," it is better to continue 
with two numbers and say "Ten, eleven." However, this 
is merely one way of describing a winning strategy. An­
other way of describing it follows: "Whatever the other 
does, I shall end my counts on numbers congruent to 2 
modulo 3." Actually this strategy seems no more flexible 
than the preceding one, but it nevertheless encompasses 
a maximum of flexibility, because it has made provision 
for every possible eventuality. 

In short, what we mean by flexibility in common 
parlance is really bound up with the inherent uncertainty 
of the real world. Things are always coming up not 
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listed in the contingencies with which we are familiar. 
Flexibility means remaining uncommitted to the extent 
of allowing oneself some leeway to design ways of 
dealing with these unforeseen events. Such events are 
deliberately excluded from consideration in game theory. 
This, as well as the many other simplifications assumed 
in game theory, may have an important bearing on the 
extent to which game theory can be applied to practical 
affairs, but no bearing on the conceptual value of game 
theory. 

However large the number of strategies, they are not 
infinite, so long as the number of possible moves and 
the number of choices on each move remains finite. Next, 
it should be clear that once each player has chosen a 
strategy among all the strategies available to him, the 
course of the game is completely determined. This is 
not to say that each player is in a position to know at 
the beginning of the game how it will turn out. He can­
not know this without knowing the other player's strat­
egy as well as his own. But an observer who knows 
which pair of strategies has been chosen (one by each 
player) can, in principle, figure out the exact course of 
the game. The qualification "in principle" is, of course, 
crucial, because the vast numbers of strategies and the 
practical impossibility of specifying even a single strat­
egy in words (for any but the most trivial games) makes 
it humanly impossible to carry out the necessary calcula­
tion. It cannot be emphasized too strongly, however, that 
detailed analysis of specific games is not a test of game 
theory. The theory is concerned only with the logiC of 
strategic analysis. Accordingly, the fact that a single 
choice of a strategy by each player is in principle suffi­
cient to determine the course of the play, and hence 
the outcome, enables the game theoretician to continue 
the analysis on another level. Instead of worrying what 
is likely to happen on each move, while the possibilities 
become super-astronomically numerous, the game theo­
retician can reduce the question to what will happen 
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as a result of a choice by each player of a single 
strategy. 

The number of strategies available to each player, as 
we have seen, is finite. Suppose, therefore, the strategies 
available to player 1 are numbered from 1 to N, and 
those open to player 2 from 1 to M. Each pair of strate­
gies chosen can be designated by (i, j), meaning that 
the i-th strategy was chosen by player 1 and the j-th by 
player 2. This pair determines an outcome Oij. The mathe­
matician says that the variable outcome Oij is a function 
of two variables, i and j. If we arrange all the possible 
outcomes Olj (some of which may well be identical) in 
a rectangular array of N rows (i = 1, 2 . . . N) and M 
columns (j = 1, 2, . . . M), we shall have the corre­
sponding game represented by a matrix, which depicts 
the entire strategic structure of the game. When games 
are classified and conclusions about them are drawn ac­
cording to the properties of these matrices, the resulting 
theory is called the theory of games in normal form. 
Practically the entire theory of two-person zero-sum 
games is stated as a theory of games in normal form. The 
next four chapters will be devoted to this topic. The 
paradigm of a game in normal form is shown as Game 1. 
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N 

1 

On 
--
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4. The Game Tree and 
the Game Matrix 

One of the keystone ideas of game theory is that any 
"well defined" game can be reduced to normal form. As 
we have said, a game in normal form presents to each 
player a choice among several alternatives called strate­
gies. When such a choice is presented, it suffices for each 
player to choose one of the strategies available to him. 
It is essential that every player make his choice simul­
taneously or, what is the same thing, in ignorance of 
what choices are made by others. (We shall examine 
below the consequences of violating this condition.) The 
simultaneous choices of respective strategies determine 
an outcome of the game, which, in turn, speCifies the 
payoff to each player. These payoffs may be positive or 
negative and are supposed to be represented in units of 
utility. 

Typical parlor games are, of course, not described in 
normal form. Instead they are defined by rules, among 
which the most essential are those that specify what 
choices a player has in each possible "position" resulting 
in the course of the game. So conceived, a play of a 
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game is a sequence of moves or choice points, at which 
now one, now another player must choose among avail­
able alternatives, i.e., the legal moves. This form of the 
game also has a representation called the extensive form 
of the game. We can now restate the first sentence of 
this chapter as follows: every game can be reduced 
from the extensive form to the normal form. This implies 
what is meant by a "well defined" game, namely a game 
which can be represented in extensive form. 

Let us see how the extensive form is obtained and how 
the reduction to normal form is made. We cannot take 
any "real" game as a working example, because, as we 
have seen, even a very simple child's play like Tic-Tac­
Toe would involve an enormous number of strategies if 
put into normal form. We must therefore confine our 
examples to artificial games, invented specifically for 
illustrative purposes. Although such games must neces­
sarily be much simpler than even Tic-Tac-Toe, they il­
lustrate the basic principles equally well. 

We shall analyze a game called Square-the-Diagonal. 
It is played by two players as follows. The first player, 
whom we shall call Castor, has a choice of 1, 2, or 3 units. 
When he has made his choice, the second player, Pollux 
(knowing what the first player has chosen), has a choice 
of 1 or 2 units. FolloWing this, Castor, knowing how 
Pollux has chosen, again has a choice of 1, 2, or 3 units. 
Imagine that each choice determines respectively the 
length, the width, and the depth of a box. The box deter­
mined by a play of the game will have dimensions x, y, 
and z, corresponding to the three consecutive choices of 
the two players. The square of the length of its diagonal, 
therefore, will be x2 + y2 + Z2.7 The payoffs to each of 
the players will be determined by what this magnitude 
turns out to be. Namely, if for a particular outcome 
x2 + y2 + Z2 is congruent to 0 or 1 modulo 4 (i.e., leaves 
a remainder of either 0 or 1 upon being divided by 4), 
then the amount x2 + y2 + Z2 will be won by Castor. If 
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x2 + y2 + Z2 is congruent to 2 or 3 modulo 4, that amount 
will be won by Pollux. 

Our game is now completely defined and can be repre­
sented in extensive form. This is done by constructing 
the game tree, a diagram in which all the choices and 
the resulting positions, including the final outcomes, are 
displayed. Square-the-Diagonal is shown in extensive 
form in Figure 2. 

Castor's 
Choice 

-3 
J"'fIiiI::.:--"="""t -6 

-11 
-6 

~":::""'-~---"!:-i+9 

Pollux' 
Choice 

-14 
-6 

~~~'-f+9 

-14 
+9 

""'E~~-l+12 

+17 
-11 

~"':"'---E:---':-i -14 
-19 
-14 

"E~ __ -i tl7 

-22 

Outcomes 
(Castor's Payoff) 

FIG. 2. The Square-the-Diagonal game in extensive form. 

From the game tree we see that if Castor starts the 
game by choosing 1 unit, Pollux can always be sure of 
winning something, for Pollux can choose 1 unit, which 
gives Castor a choice among losing 3, losing 6, or losing 
11, depending on whether he chooses 1, 2, or 3 units for 
the depth of the box. 
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Similarly, if Castor starts with 3 units, Pollux can again 
make sure that Castor will lose something, namely by 
choosing 1 unit, which gives Castor a choice of losing 11, 
14, or 19. 

The matter looks different if Castor starts by choosing 
2 units. For then, if Pollux continues with 1 unit, Castor 
can win 9 (by choosing 2 units on the final move); if 
Pollux continues with 2 units, Castor can win as much 
as 17. 

It follows that Castor can guarantee himself a win of 
9 by starting with 2 units. Pollux can do nothing to pre­
vent Castor from winning at least 9. If Pollux is not 
careful, he may lose as much as 17. On the other hand, 
Castor cannot hope to get more than 9 unless Pollux 
makes a stupid choice. For if Castor starts with anything 
but 2 units (say, with 3 in the hope of getting 17), Pol­
lux can win as much as 11 by continuing with 1 unit. 
To obtain 17, Castor must count on Pollux's cooperation, 
i.e., on his continuing with 2 units following Castor's 3. 
But there is no reason for Castor to hope that Pollux will 
do this. 

So far our analysis has proceeded sequentially from 
move to move. Let us now reduce the game to normal 
form so that a play of the game can be represented by 
a single simultaneous choice of strategy by each of the 
players. 

It turns out that Castor has twenty-seven strategies. 
The first nine of these are as follows. 

C1: Choose 1 unit on each of the first and third moves, 
regardless of how Pollux chooses on his move. 

C2 : Start with 1. On the third move do what Pollux 
has done on the second. 

C3 : Start with 1. On the third move do the opposite 
of what Pollux has done on the second. 

C4 : Start with 1. On the third move choose 2, regard­
less of how Pollux has chosen. 
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C;;: Start with 1. On the third move respond with 2 to 
Pollux' 1 and with 3 to his 2. 

C6 : Start with 1. On the third move respond with 3 to 
Pollux' 1 and with 2 to his 2. 

C7 Start with 1. On the third move choose 3 regard­
less of Pollux' choice. 

Cs: Start with 1. On the third move respond with 1 to 
Pollux' 1 and with 3 to his 2. 

C9 : Start with 1. On the third move respond with 3 to 
Pollux' 1 and with 1 to his 2. 

The next nine strategies prescribe the same contin­
gencies respectively as the first nine but they all pre­
scribe 2 as Castor's first move. The last nine prescribe 3 
as Castor's first move and thereafter follow the same pat­
tern as all the others. This completes the twenty-seven 
strategies available to Castor. 

Pollux has eight strategies. Each of them can be desig­
nated by three numbers, each number (1 or 2) being 
understood as the response which Pollux will make to 
Castor's choice of 1, 2, or 3 units respectively. Thus Pol­
lux' eight strategies are the following: 

PI: 1, 1, 1 
P 2 : 1, 1, 2 
Pa: 1,2, 1 
P4 : 2, 1, 1 
P6 : 2,2, 1 
P 6 : 2, 1,2 
P 7 : 1,2,2 
Ps: 2,2,2 

Combining Castor's twenty-seven and Pollux' eight 
strategies into a matrix, we have the game of Square-the­
Diagonal in normal form see (see Game 2). The payoffs 
are the entries in the boxes of the matrix. By convention, 
only the payoffs to Castor (the chooser of the strategies 
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P3 P6 P. 

-3 -3 -3 -6 -6 -6 -3 -6 
----------------

-3 -3 -3 9 9 9 -3 9 
----------------

-6 -6 -6 -6 -6 -6 -6 -6 
----------------

-6 -6 -6 9 9 9 -6 9 
----------------

-6 -6 -6 -14 -14 -14 -6 -14 
----------------

-11 -11 -11 9 9 9 -11 9 
----------------

-11 -11 -11 -14 -14 -14 -11 -14 
----------------

-3 -3 -3 -14 -14 -14 -3 -14 
-----------------

-11 -11 -11 -6 -6 -6 -11 -6 
----------------

-6 -6 9 -6 9 -6 9 9 
-----------------

ell -6 -6 12 -6 12 -6 12 12 
----------------

9 9 9 9 9 9 9 9 
----------------

e13 9 9 12 9 12 9 12 12 
----------------

9 9 17 9 17 9 17 17 
----------------

-14 -14 12 -14 12 -14 12 12 
----------------

-14 -14 17 -14 17 -14 17 17 
-----------------

e17 -6 -6 17 -6 17 -6 17 -6 
----------------

-14 -14 9 -14 9 -14 9 -14 
----------------

-11 -14 -11 -11 -11 -14 -14 -14 
-----------------

-11 17 -11 -11 -11 17 17 17 
----------------

-14 -14 -14 -14 -14 -14 -14 -14 
-----------------

-14 17 -14 -14 -14 17 17 17 
----------------

-14 -22 -14 -14 -14 -22 -22 -22 
----------------

-19 17 -19 -19 -19 17 17 17 
----------------

-19 -22 -19 -19 -19 -22 -22 -22 
----------------

-11 -22 -11 -11 -11 -22 -22 -22 
----------------

-19 -14 -19 -19 -19 -14 -14 -14 

Game 2 
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shown as horizontal rows) are entered, it being under­
stood in this case that the payoffs to Pollux are numeri­
cally the same as those to Castor but with the sign 
reversed. 

In our analysis of the game in extensive form we have 
seen that Castor should start with 2. Thereafter, if Pol­
lux continues with 1, as he should, Castor ought to follow 
with 2. He will then win 9, the amount which the game 
guarantees to him. If Pollux should (foolishly) play 2, 
following Castor's 2, then, of course, Castor should finish 
with 3 to get 17. This eventuality should also be foreseen 
in Castor's calculation. Therefore Castor's best strategy 
is the following: start with 2. If Pollux plays 1, play 2; 
if 2, play 3. This is designated as Cl4 in the game matrix. 

What is Pollux' best strategy? If Castor should start 
with 1, obviously Pollux should reply with 1, thus insur­
ing a positive payoff for himself (negative to Castor). If 
Castor should start with 2, Pollux should avoid 2, for 
this would give Castor the opportunity of winning 17. 
Pollux' best answer to Castor's 2 is 1. If Castor should 
start with 3, Pollux' best answer is again 1, for this too 
assures Pollux a positive payoff. Therefore Pollux' best 
strategy is the following: regardless how Castor starts, 
play 1. We have symbolized this strategy by the triple 
(1, 1, 1). It corresponds to strategy Pl in the game matrix. 

Consulting the game matrix, we see that the outcome 
determined by the players' simultaneous single choice of 
their respective best strategies is identical with the out­
come predicted by the analysis of the game in extensive 
form. This is the outcome found at the intersection of 
Castor's strategy C14 and Pollux' strategy Pl. 
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Referring once more to Game 2, let us compare Cas­
tor's strategy C14 with C12• We see that regardless of 
which strategy is chosen by Pollux, Castor will do at 
least as well with C14 and possibly better (if, for in­
stance, Pollux should choose P3 ) than with C12• We say 
that C14 dominates C12• Similarly, Pollux' strategy Pl 

dominates P3, since Pollux does at least as well with PI 
and possibly better (e.g., if Castor chooses C lO or CI5 ). 

We said that PI is Pollux' best strategy. This does not 
mean, however, that PI dominates every other strategy 
available to Pollux. For example, PI does not dominate 
P2 • Pollux does not do better, or even as well, with Pl 

regardless of Castor's choice. Should Castor choose C23, 

Pollux does better with P2 than Pl' A strategy which 
dominates every other strategy is, of course, obViously 
the best strategy, since it is unconditionally at least as 
good (or possibly better) than any other by dennition of 
domination. Neither of the two strategies which we have 
singled out as best for each of our two players, respec­
tively, dominates every other. 'However, strategies Cl4 

and PI are best, respectively, against a player assumed 
to be "rational." 
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The conclusions of game theory are typically based on 
such an assumption. In the course of our discussion, we 
shall frequently subject this assumption to closer scrutiny, 
but for the time being we shall continue to base our 
arguments upon it. However, we shall note at the outset 
that "rationality" can have many meanings. In particular, 
we can speak of levels of rationality, depending on how 
much of the environment (including the thought proc­
esses of the other player) is taken into account in arriving 
at choices of action. 

As an example, consider a game in which a player has 
a strategy available which dominates all the other strate­
gies. Clearly a "rational player" will choose such a strat­
egy in preference to all the others. Note that the level of 
rationality required for arriving at this choice is not high. 
One needs only to note that the strategy in question is at 
least as good and possibly better than all the others 
regardless of what the other player does. The principle 
which dictates the choice of such a strategy is sometimes 
called the "sure thing principle," so-called because it is 
unnecessary in arriving at a decision to take into account 
what the other player may do. 

The possibility of the existence of dominating strate­
gies in games suggests a classification of games accord­
ing to the level of rationality involved in their "solution," 
i.e., the discovery of strategies to be prescribed as ra­
tional, namely games in which (1) each player has a 
dominating strategy, (2) only one of the players has 
a dominating strategy, and (3) neither of the players has 
a dominating strategy. 

An example of a game in which both players have 
dominating strategies is shown in Game 3. 

Clearly Castor's dominating strategy is C2, which 
gives him a larger payoff than either of the others regard­
less of Pollux' choice. Similarly Pollux' dominating strat­
egy is Pl. (Recall that Pollux' payoffs are the negatives of 
Castor's.) 
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I 

-3 0 1 

I 
-1 5 2 

-2 2 0 Ca 

Game 3 

An example of a game in which only one of the players 
has a dominating strategy is shown in Game 4. 

Pa 

-3 0 -10 

-1 5 2 

-2 -4 0 

Game 4 

Here Castor still has a dominating strategy, C2• But 
none of Pollux' three strategies dominates either of the 
others. We see that P 1 is better than P 2 against Castor's 
C1 and C2 but not against Cs; P 1 is better than P a 
against C2 and Cs but not against C1; P2 is better than 
Pa against Cs but not against either of the two others; 
etc. 

In this game, therefore, although Castor need not con­
sider what Pollux will do, Pollux must consider what 
Castor will do. Since Castor has a dominating strategy, 
what he will do (if he is rational) is obvious; he will 
choose the dominating strategy. On the basis of that 
assumption, it is quite clear what Pollux should do, 
namely choose Ph which is best against C2• 

Finally we may have a game in which neither player 
has a dominating strategy. An example of such a game is 
shown in Game 5. 
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-3 18 -20 

-1 5 2 

Ca -2 -4 15 

Game 5 

Here it is no longer obvious to either player what 
strategy should be chosen. Nor can either player decide 
on obvious grounds what the other is going to choose. 

Let us try to arrive at a rational decision by reasoning 
about the strategic structure of this game. Let us select 
some provisional principle of choosing a strategy. A 
number of such principles come to mind. One might, 
for example, choose the strategy which offers the pos­
sibility of the largest payoff. For Castor this would be the 
row which has the biggest entry in it. Another possible 
principle would be to choose the strategy with the 
largest average payoff (assuming that the choices of the 
other player are equiprobable ). 

It should be apparent that neither of these principles 
satisfies the criterion of maximizing one's own payoff 
under the constraints of the game. For the single cru­
cially important constraint on the game is the rationality 
of the opponent. One should therefore assume that what­
ever one has figured out to be to one's advantage, the 
opponent has also figured out; and he may be able to 
prevent the hoped-for outcome. Respect for the op­
ponent's perspicacity is a typical example of rationality 
in games of strategy. Experienced chess players, play­
ing against able opponents, usually do not build their 
strategies around plans in which a crucial element is the 
expectation that the opponent will not see the traps set 
for him. In short, a rational player does not expect stupid 
decisions from his opponent. 

Suppose now Castor, playing Game 5, chose by the 
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first principle, namely Ch where his biggest payoff is 
entered (Ch P2 ). He must now ask himself "What 
would Pollux do if he knew what I am about to choose?" 
The answer is obvious. On the basis of Castor's row 1, 
Pollux would P3• The resulting payoff is a loss of 20 to 
Castor. Surely Castor can do better than that. 

Let us now suppose that Castor chooses the strategy 
with the largest average payoff, namely C3, the average 
being computed by assuming that Pollux' choices are 
'equiprobable. This choice is already questionable on the 
grounds that there is no reason to suppose that Pollux 
will choose at random from his three strategies. Nor 
does it help to assign probabilities to Pollux' possible 
choices without somehow justifying these probabilities 
on grounds other than one's belief or hunch. Let us, how­
ever, pursue the implication of the policy just assumed. 
Consider what would happen if Pollux knew that Castor 
is choosing the row with the greatest average payoff to 
him. Knowing this, Pollux would choose P2 to win 4 
from Castor. As we shall see, Castor can do better than 
this. 

From the game matrix (Game 5) we see that Castor 
has a guaranteed payoff, namely -1, which he is sure to 
get (possibly more) if he chooses C2 • Observe that 
there is a "worst" outcome for Castor in each of the rows. 
(We assume that if several outcomes are "equally worst," 
anyone of them can be taken to be the worst.) Sup­
pose Castor were to choose the row which contains 
the best of these worst outcomes. (Again we assume 
that if several outcomes are "equally best," anyone of 
them can be called the best.) Then no matter what Pol­
lux did, Castor would be sure to get at least this best of 
the worst. Next, suppose Pollux assumes that Castor will 
do just that. Specifically, suppose that Pollux has as­
sumed that Castor has chosen C2 • Clearly Pollux should 
on the basis of this assumption choose Pl. Now knowing 
that Pollux, acting on the assumption that Castor has 
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chosen C2, has chosen Ph Castor must choose C2, which 
is best against Pl. 

In this way, the joint choice (C2, Pd appears as a 
sort of equilibrium or "balance of power." The payoff 
in that entry is the best that either of the players can do, 
given that he is playing against a rational opponent. 

An entry such as (C2, PI) is called a saddle point of 
the game matrix. The term is suggestive. The center of a 
saddle is the lowest point on the horse's back in the 
horse's longitudinal plane (i.e., as one moves from front 
to back) and at the same time the highest point in the 
plane perpendicular to the horse's motion (i.e., as one 
slides from side to side). Hence the saddle point is at the 
same time a minimum and a maximum. The term "mini­
max" (or "maximin"), frequently used in game theory, is 
in this context synonymous with saddle point. 

A game matrix may have more than one saddle point. 
An example is shown below: 

10 2 3 2 3 

-5 0 1 -7 -4 

-4 -1 8 -7 10 

4 2 7 2 5 

6 -3 5 0 0 

Game 6 

Here the entries (CI, P2 ), (C4, P2 ), (CI, P4 ), and 
(C4, P 4) are saddle points. ("Saddle point" will refer 
in our discussion both to the row-column position and 
to the associated payoff.) Take (CI, P2) and (C4, P 4)' 
which are both in different rows and in different columns. 
Clearly they cannot be the only saddle points in a game 
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matrix, if the entries in them are equal. For if these were 
the only saddle points, then the entry in (Cl, P 4) would 
have to be at least as large as the saddle point entry in 
(Ct, P2 ) and at most as large as the saddle point entry 
in (C4, P4 ). But the entries in (Cl, P2 ) and (C4, P4 ) 

are equal, and therefore must be equal to the entries in 
(Cl, P4 ) and in (C4, P2 ). Suppose now, two saddle 
points in different rows and different columns were not 
equal. Let alj, the entry in the i-th row and j-th column, 
be smaller than akb, the entry in the k-th row and h-th 
column. Then the entry akj must be at least as great as 
akb, being in the same row of which akj is minimal. But 
then akj is larger than alj, contrary to the assumption 
that alJ is a saddle point and hence maximal in the j-th 
column. 

We are thus led to the conclusion that if (i, j) and 
(k, h) are both saddle points, then their entries must be 
equal, and moreover (i, h) and (k, j) are also saddle 
points with entries equal to those in the other two. In 
short, when we speak of "the" saddle point of a game 
matrix, we may mean one of the (equal) entries of any 
of its saddle points. 

The minimax principle can now be restated as follows: 
If a two-person zero-sum game has saddle points, the 
best each player can do (assuming both to be rational) 
is to choose the strategy (i.e., the row or column of the 
game matrix) which contains a saddle point. 

We have seen that if the game matrix has several strat­
egies containing saddle points, then regardless of how 
the players choose their strategies, the outcome (in 
the sense of payoffs) will be the same: namely the pay­
offs will be entered in the saddle points, which are all 
equal. 

Let us return to the game matrix (Game 2) of Square­
the-Diagonal. We see six saddle points, namely, (CI2, 
Pd, (CIS, Pd, (C14, Pd, (CI2, P4 ), (CIS, P4 ), and (C14, 

P 4 ). These are saddle points, because their entries are 
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both the smallest in the corresponding rows and the 
largest (taking sign into account) in the corresponding 
columns. (Recall the smallest and largest means anyone 
of the smallest or largest.) Note that there are several 
other boxes of the game matrix with entry 9, but none 
of the others is a saddle point. 

According to the minimax principle, then, Castor should 
choose either C12, or C13, or C14 (it doesn't matter 
which), while Pollux should choose PI or P4 (it does not 
matter which). 

Let us nevertheless compare C12, C13, and C14• We 
nnd that C14 dominates the other two. Therefore from 
a certain point of view CI4 should be preferred to CI2 
and to C13. We see that the choice of C14 by Castor al­
lows him to cash in on a possible mistake by Pollux, for 
example, if Pollux should (foolishly) choose P3, P5, or 
P7• However, if we continue to assume the players' ra­
tionality this additional consideration should play no 
part in choosing a strategy among those which contain 
a saddle point. 

Comparing PI and P 4, we see that neither dominates 
the other. For example, PI is better than P4 against C4, 
but P4 is better than PI against Cu' Therefore there is no 
additional consideration (such as providing for Castor's 
possible mistakes) that can be conclusive for Pollux' 
choice between PI and P 4. If Castor is not expected to 
make a mistake, the choice between PI and P4 is indiffer­
ent. In order to make his choice, if he has reason to sup­
pose that Castor will make a mistake, Pollux must know 
what sort of mistake Castor will make. We must keep in 
mind that the choice of strategy (unlike the choice of 
sequential moves) is made before the game starts and 
that by dennition of strategy no information obtained 
in the course of play in a game is relevant to changing' 
the strategy in the course of the game. 

The minimax principle constitutes a general solution of 
all two-person zero-sum games with saddle points. It is 
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not a practical solution; it does not determine specific 
prescriptions of how to play specific games. To obtain 
such a practical solution for a given game one must first 
reduce the game to normal form. In view of the enor­
mous number of strategies available even in most of the 
simplest games, this is usually a phYSically impossible 
task. The value of the general solution is conceptual 
rather than "practical." It tells us that if a game has a 
saddle point, there is a best strategy from the standpoint 
of each player. If each player finds this best strategy, the 
outcome of every play of the game is determined in ad­
vance. In a sense, therefore, there is no point in playing 
such a game. Tic-Tac-Toe is a game of this sort. 

It is also shown in game theory that all the so-called 
"games of perfect information" have saddle points. In 
these games at each move each player knows exactly the 
position reached in the game so far. Chess is a game of 
perfect information. Therefore if the best strategy avail­
able to White and to Black respectively were ever 
found, the outcome of every game of Chess would be 
the same and known in advance. In fact, even today most 
Chess games are broken off before they are formally 
ended, when it becomes clear that one of the players (or 
neither) has a winning strategy at his disposal. 

Poker, on the other hand, is not a game of perfect in­
formation, because no player knows with certainty what 
cards are held by the others. Formally speaking, no 
player knows the outcome of a move made by a fictitious 
player called Chance, who at the beginning of each deal 
chooses among all the possible arrangements of the deck. 

Games which are not games of perfect information 
may not have any saddle points, and so the minimax 
principle in the form we have stated it need not apply to 
such games. In the next chapter we shall consider an 
extension of the minimax principle which does apply to 
zero-sum games without saddle points. 



6. Mixed Strategy 

If, in the course of the game, some player's choice on a 
given move remains unknown to the other players after 
the move is made, then the game is no longer a game of 
perfect information. A variant of Chess called Kriegspiel 
is a well known example. As mentioned earlier, the 
rules of this game are the same as those of Chess except 
that each player knows only the positions of his own 
pieces, because his opponent's moves are kept secret. 
Kriegspiel requires the participation of a referee, whose 
function is to remove captured pieces, to declare check, 
and to forestall moves which, unbeknown to the player 
who makes them, are illegal ( such as moving into 
check). 

Let us return to the Square-the-Diagonal game. Sup­
pose that each player makes his choice in ignorance of 
the other's preceding choice. Under these conditions, 
Castor can no longer choose strategies in which the last 
choice is made conditional on Pollux' choice. The only 
strategies available to Castor are those in which he de­
cides in advance both of his choices (recall that Castor 
moves twice) without regard for Pollux' choice, since 
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without knowledge of Pollux' choice it is impossible to 
take that choice into account. It follows that the only 
strategies available to Castor are Cl, C4 , Cr, ClO, Cu , 
C16, C19, C22, and C25 • Note that those are the strategies 
in which Castor's second choice does not depend on Pol­
lux', a fact expressed by the identity of the last two 
numbers in the triples designating Castor's strategies. 
For example, C4 says "Start with 1; following Pollux' 
choice, choose 2 regardless of how Pollux has chosen." In 
this context, "regardless" is synonymous with "in ig­
norance of." 

Pollux' situation is similar. Where he formerly had 
eight available strategies, he now has only two, namely 
PI and Ps, since for him to choose in ignorance of Cas­
tor's choice means to choose 1 or 2 unconditionally, and 
this is just what strategies PI and Ps prescribe. 

The game matrix of Square-the-Diagonal has now 
shrunk. It has been reduced from twenty-seven rows and 
eight columns to nine rows and two columns (see Game 
7). 

It turns out, however, that this Kriegspiel version of 
Square-the-Diagonal still has a saddle point, namely at 
(CI3, Pd. We shall soon see that we cannot expect this 
to happen in general. Typically, a game loses its saddle 
point when it is no longer a game of perfect informa­
tion. Our example is instructive, however, in shoWing 
that even a game which is not a game of perfect informa­
tion may have a saddle point. We thus learn the follow­
ing fact about Square-the-Diagonal: neither player has 
anything to gain from knowing how the other has moved, 
if both are rational. Therefore the game may just as well 
be played with the "cards on the table." If the game were 
a paradigm of some military situation, military secrecy 
would be pointless in this case. 

Let us now turn our attention to another game, in 
which the presence or absence of information makes a 
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PI Ps 

-3 -6 

-6 9 

-11 -14 

-6 9 

9 12 

-14 17 

-11 -14 

-14 17 

-19 -22 

Game 7 

crucial difference. This is a variant of Button-Button, 
a game one plays ordinarily only with babies but which 
is quite instructive in some respects. 

Button-Button is played as follows. Hider conceals a 
button in either hand, and Guesser tries to guess in which 
hand the button is concealed. 

Trivial as this game seems, we shall make it even 
more trivial by making Hider's choice known to Guesser. 
To compensate for this simplification, we shall add a 
complication, namely different payoffs to Hider depend­
ing on all the four possible outcomes, instead of only on 
two (guessed and not guessed.) The four outcomes are 
( 1) button in left hand, and Guesser says "Left"; (2) 
button in left hand and Guesser says "Right"; (3) button 
in right hand and Guesser says "Left"; (4) button in right 
hand and Guesser says "Right." 

The game tree is shown in Figure 3, the payoffs being 
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those to Hider. As before, the game is zero-sum, so that 
the payoffs to Guesser are the same with the opposite 
sign. 

Hider's 
Choice 

-2 

+4 

+2 

-I 
Outcomes 

(Hider's Payoffs) 

FIG. 3. Button-Button in extensive fonn. 

We can now reduce the game to normal form. Hider 
has only two strategies, namely HI (left) and H2 (right). 
Guesser, however, has four strategies, namely G1 (guess 
left regardless of where the button is; G2 (guess the 
hand where the button is); Gg (guess the hand where 
the button is not); G4 (guess right regardless where the 
button is). Note that to make the analysis complete we 
must list all the strategies, even the obviously foolish 
ones like Gg• 

The matrix is shown as Game 8. 

I 

-2 -2 4 4 

I 2 -1 2 -1 

Game 8 

We observe a single saddle point, namely, at (H2' G2 ). 

The prescription, to Hider, therefore is to hide the but­
ton always in the right hand, and to Guesser to guess the 
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hand in which the button is. This is, of course, the pre­
scription dictated by common sense. It is obviously best 
for Guesser, and it is also best for Hider (under the 
circumstance that Guesser always knows where the but­
ton is) who stands to lose less by putting the button in 
his right hand. However, let not the utter triviality of 
this game and its solution obscure its theoretical impor­
tance. For if we now deny to Guesser information as to 
where the button is, the game ceases to be trivial. 

Observe that in the absence of this information only 
two strategies are available to Guesser, namely GI and 
G4, for he can now guess only unconditionally left or 
right. The game matrix becomes as is shown for Game 9. 

-2 4 

2 -1 

Game 9 

How shall Game 9 be played? Let us see what we can 
conclude if we apply in turn each of the three possible 
principles discussed in Chapter 5, namely choosing the 
strategy which contains the biggest payoff, choosing the 
strategy which contains the biggest average payoff (as­
suming equiprobability of the other's choices) and choos­
ing the strategy which contains the best of the worst. 

Suppose Hider chooses HI. hoping for the biggest 
payoff (4). But if he is consistent in his choices and 
Guesser knows this, Guesser will choose GI and so the 
outcome will be the worst possible for Hider (-2) . 

Suppose Hider calculates his average payoffs. Assum­
ing equiprobable choices by Guesser, the expected (aver­
age) payoff HI is + 1 from HI and +-1 from H2 • Hence 
HI is indicated. But if Guesser knows this, he can again 
win 2 by choosing G1• 
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Suppose finally that Hider is guided by the minimax 
principle. His best of the worst is now in H2, which 
guarantees him a payoff of -1. But if he accepts -1, he 
is no better off than if Guesser always knew where the 
button was hidden. We feel that this cannot be right. 
Certainly Hider must derive some advantage from deny­
ing to Guesser the knowledge of where the button is 
placed. How can Hider secure this advantage? 

Hider's failure to secure an advantage stems from not 
having pursued the strategic analysis of the game to its 
conclusion. Let us now do so. 

Suppose after Hider has provisionally decided to 
choose H2 (for that is where his best of the worst is), 
he asks himself what Guesser would do if he knew of his 
(Hider's) decision. The answer is obvious. Guesser 
would choose G4 • But now knowing Guesser's choice, 
what should Hider do? The answer is again obvious: he 
should choose HI (not H2)' But knowing this, Guesser 
would choose G) (Not G4 ), and knowing this, Hider 
should choose H2 (not HI)' The process of deciding 
"what he would do if he knew that I know that he 
knows, etc." apparently has no end. And so the minimax 
principle seems to be refuted in this game or, at least, 
seems to lead to no conclusion. 

Examining the game matrix, we see at once where the 
trouble lies. Game 9 has no saddle point. The minimal 
entry in neither row is maximal in its column. To put it 
in another way, Hider's minimax does not coincide with 
Guesser's minimax, and so the "balance of power," 
which characterizes the games with saddle points, does 
not operate. 

One of the- fundamental results in the theory of two­
person zero-sum games is the extension of the minimax 
method to games without saddle points. The extension 
is done by introducing a new concept, namely the mixed 
strategy. 

Roughly speaking, the purpose of mixed strategy is to 
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keep the opponent guessing about what one will do. It 
may appear that keeping the opponent guessing (i.e., 
denying information to him) is always advantageous. 
However, as we have already seen, this is not always the 
case. If a game has a saddle point and if the opponent is 
rational, there is no advantage in denying information to 
him. For in choosing a minimax strategy one does what 
the opponent expects one to do, on the assumption that 
the opponent is rational, which in the context of game 
theory always includes the assumption that the opponent 
assumes his opponent (namely oneself) to be also ra­
tional. On the other hand, doing the unexpected, i.e., 
departing from the minimax strategy (in a game with a 
saddle point) can never improve and, in general, will 
impair the payoff of the player who does this (assuming 
the opponent to stick to the minimax strategy). Theo­
retically, therefore, one should never depart from a 
minimax strategy in a game of perfect information, like, 
say, Chess. 

There are, to be sure, famous examples in the world 
of Chess of "brilliant and unconventional play." On the 
face of it, these examples can be construed as departures 
from prudent strategies and so, perhaps, from minimax 
strategies, since in the light of what has been said, mini­
max strategies are certainly prudent. In response, two 
things can be pOinted out. First, the minimax strategies 
of Chess (comprising the entire game, not just a part of 
it, such as the end game) are unknown. Therefore, "un­
conventional" play may not actually be a departure from 
minimax strategy. Second, the minimax strategy principle 
is prescribed against a rational opponent, namely one 
who himself uses a minimax strategy. Many a "brilliant" 
play, even of the greatest masters, has been shown upon 
analysis to have been unsound, i.e., would have led to 
a lost game if the opponent had played differently. This 
is prima facie evidence that such play may have de­
parted from minimax strategy. But the fact that it suc-
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ceeded is evidence that the opponent also departed from 
minimax strategy and therefore was not rational. Mini­
max strategy is not prescribed against an irrational op­
ponent. 

If, then, the rationality of both players is assumed, 
definite strategies are prescribed for both in games with 
saddle points, and there is no way of confusing the op­
ponent to one's own advantage. 

The situation is entirely different in games without 
perfect information, such as Button-Button. In the sim­
plest cases, where the outcomes are either "guessed" 
or "not guessed," and the payoffs are symmetric, it is 
clear that no consistent pattern of hiding the button is of 
advantage to Hider. For if this pattern is discerned by 
Guesser, Guesser can always guess. Hider must confuse 
Guesser. He can do this by randomizing his choices of 
right and left. Moreover, he must randomize them in 
such a way that the choices are equally probable, for 
if one hand is favored over the other and Guesser finds 
out which, Guesser can win more than he loses by always 
guessing the favored hand. 

It may appear that by cleverly shifting the favored 
hand, Hider can entice Guesser to guess wrong most of 
the time. But if such tactics are successful, this merely 
shows that Hider is more clever in anticipating Guesser's 
choices than Guesser is in anticipating Hider's choices. 
Game theory cannot assume that one player is more 
clever than another. The reasonable conjecture, there­
fore, is that Hider should choose each hand with equal 
probability, but in completely random fashion; and 
similarly, Guesser should choose each hand randomly 
with equal probability. This way of playing illustrates 
the prinCiple of mixed strategy, in particular the (t, t) 
strategy. (The notation [t, t] indicates the respective 
probabilities of the two choices.) The (t, t) strategy 
can be realized by tossing a coin before each choice and 
by making the choice dependent on the outcome of the 
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toss. Here it is of the essence to conceal one's specific 
choices from the other. But in another sense, no secrecy 
is involved, because each player can assume that the 
other is choosing each hand half the time. If this assump­
tion is correct, the mixed strategy is not a secret. The 
assumption can be made wrong only by departing from 
the (t, i) strategy, which is a disadvantage to the player 
making the departure. 

When the winning and losing payoffs are not nu­
merically equal, as in Game 9, it is no longer true that 
the (t, t) mixed strategy is best for either player. To 
show this, let us calculate the long-range (expected) 
gains or losses accruing to each player if each uses the 
( t, t) mixed strategy. 

Since the players make their choices independently, 
each of the four outcomes will occur with probability t. 
This means that Hider can expect on the average a payoff 
of (-2H+(4H+(2H+(-I)-!=! units per play 
and, of course, the guesser must expect to lose this 
amount. However, as we shall see in a moment, Guesser 
can reduce the expected gain of Hider, and there is 
nothing Hider can do about it. 

Let Guesser favor G1 slightly, namely guess the left 
hand five times out of nine. Then every time Hider 
chooses the same hand (HI)' Guesser will win 2. This 
will be 5/9 of the time. Consequently, Guesser's ex­
pected gain in this outcome is 2 X 5/9 = 10/9. Guesser 
will also guess wrong 4/9 of the time (when Hider 
chooses HI), and his loss will be 4 X 4/9 = 16/9. Con­
sequently Guesser's expected gain when Hider chooses 
HI will be 10/9 - 16/9 = -2/3. 

If, on the other hand, Hider chooses H2, Guesser will 
be wrong 5/9 of the time, which will give him -2 X 

5/9 = -10/9; and he will be right 4/9 of the time, which 
will give him 1 X 4/9 = 4/9. Consequently when Hider 
chooses H2, Guesser will have an expected gain of 
-10/9 + 4/9 = -2/3, exactly as before. 
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It follows that no matter what Hider does. he cannot 
expect to win more than 1 per play (in the long run) 
if Guesser follows the policy just described. Guesser can 
therefore do better with a (5/9. 4/9) strategy. which 
gives him an average loss of 1 per play. than with a 
(!. !) strategy. which gives him an average loss of ! 
per play. 

We have seen that Guesser can get an expected pay­
off per play of -I no matter what Hider does. Hider, 
however. must also protect himself with a mixed strategy, 
for if he chooses Hl or H2 consistently, Guesser can take 
advantage of this and win 2 in the one case or 1 in the 
other (instead of losing 1 on the average). 

Let Hider, therefore, choose the mixed strategy (t, 
I), i.e., let him favor H2 (right hand) over Hl two-to~ 
one. Then, when Guesser chooses Gh Hider can expect 
to win (-2)1/3 + (2)2/3 = -2/3 + 4/3 = 2/3. When 
Guesser chooses G2, Hider will win (4) 1/3 + ( -1) 
2/3 = 4/3 - 2/3 = 2/3, exactly the amount expected to 
be lost by Guesser. Hider cannot improve his expecta­
tion any more than Guesser can. 

Now take some other mixture. Suppose, for example, 
that Hider mixes Hl and H2 strategies in proportion (-1, 
!). We now ask whether Guesser can find a strategy 
mixture which will give Hider less than an average of 1 
per play. Let (y, 1 - y) be such a mixture. Then Hider's 
expected win will be 

y[( -2)(1/4) + (2)(3/4)] + (1 - y)[(4)(1/4) 
+ (-1)(3/4)] = (1 + 3y)/4 (2) 

We see that if y < 5/9 Hider's expected gain necessarily 
will be less than I. 

This happened when the Hider chose Right with 
greater frequency than I. Let us now see what may 
happen if he chooses Right with a frequency smaller 
than I, say three times out of five. Let us see whether 
now Guesser has a mixture which will give Hider less 
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than i expected win. Again call this mixture y. The Hider 
can now expect 

y[(-2)(2/5) + 2(3/5)J + (1 - y)[(4)(2/5 
+ (-I)(3/5)J = (5 - 3y)/5 (3) 

Now we see that Hider's expected gain can be made less 
than 2/3 if y > 5/9. 

Suppose now Hider mixes his strategies in any other 
proportion than (i, i). Call this proportion (x, 1 - x). 
Then, assuming that Guesser mixes his strategies in pro­
portion (y, 1 - Y ), we have the following formula for 
Hider's expected gain: 

y[( -2)x + 2(1 - x)J + (1 - y)[(4)x 
+ (-1)(1 - x)J = y(3 - 9x) + 5x - 1. (4) 

Whenever x < i, this expression can be made smaller 
than i by chOOSing y sufficiently small. Whenever x > i, 
Hider's payoff can be made smaller' than i by choosing 
y sufficiently large. Only when x = i, the choice of y 
cannot affect the resultirig payoff (i), because in that 
case the coefficient of y, namely (3 - 9x) vanishes. 

On the basis of these results, the game theoretician 
concludes that the mixture (i, i) is the best mixture for 
Hider. It gives him a guaranteed expected gain of i, and 
no other mixture does this. Similarly, the best mixture 
for Guesser is (5/9, 4/9). This completes the analysis of 
the game. Rational mixed strategies can be prescribed to 
both players as follows: Hider should hide the button 
in one or the other hand without any pattern, i.e., com­
pletely randomly, but choosing the right hand twice as 
frequently on the average as the left. Guesser should 
likewise randomize his chOices, guessing the left hand 
5/9 of the time. As a result, Hider will win on the 
average (in the long run) i per play, and, of course, 
Guesser must lose this amount. Nothing that Hider can 
do can increase his expected gain of i. The outcome of 
each play is not determined, but the long-run average 
outcome is. 
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This result is generalizable. A similar statement can 
be made about any two-person zero-sum game. In other 
words, once the strategies available to each player have 
been listed and the payoffs entered, it is possible in 
principle to indicate to each player how to mix the 
available strategies so as to obtain an expected gain 
(positive or negative) which cannot be improved upon 
as long as both players are rational. "Rational" in this 
context means seeking to maximize one's own expected 
gain under the constraints of the game. The constraints, 
be it noted, are the other player's attempts to do the 
same thing. 

In the strategy mixture of a game with a saddle point 
probability one (certainty) is assigned to a strategy con­
taining the saddle point and probability zero to every 
other. In other words, the strategy mixture is replaced by 
a pure strategy. Thus every two-person zero-sum game 
has a pair of strategies either pure or mixed which are 
optimal in the sense described above. 

The Idea of General Solution 

The result we have derived constitutes the general 
solution of every two-person zero-sum game. A discus­
sion of the sense in which the game theoretician speaks 
of a solution may serve to clarify the nature of game 
theory and, perhaps, to remove some misconceptions 
about it. Let us examine a somewhat analogous situation 
in mathematics. 

There is an ancient Egyptian treatise on mathematics 
known as the Rhind Papyrus (dating from ca. 1700 B.C.). 
The treatise contains a collection of problems which in­
volve the solution of algebraiC equations. In particular, 
it contains this brain teaser: 

Divide 100 loaves among 5 men so that the shares 
are in arithmetic progression and so that the sum of 
the larger three shares is seven times the sum of the 
smaller three shares. 
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To the modem mathematician such problems are ut­
terly uninteresting. He recognizes the type, namely a 
problem formulated as two linear equations in two un­
knowns. The modem mathematician can write down the 
solution of every such pair of equations which will in­
clude the solutions of all such problems regardless of 
the number of men or loaves or of the ratio of the sums. 

In the formulation of the general problem, the number 
of men, the number of loaves, the number of smaller 
shares (and therefore of the larger shares) and the ratio 
of the sums of the shares are assumed known. These are 
the parameters of the problem. The size of the smallest 
share and the difference between successive shares are 
unknown. These are the variables of the problem. The 
pair of equations is 

Ax+By=C 
Dx+Ey=F 

(5) 

where x is the smallest share, y is the difference between 
shares, while A, B, C, D, E, and F are expressions in­
volving the parameters. The general solution of the 
problem is 

CE - BF 
x = AE - DB 

AF- DC 
y = AE - DB 

(6) 

(7) 

If the parameters are known, A, B, C, D, E, and F 
can be calculated. When these are known, x and y can be 
calculated. 

For example, in the context of the Egyptian problem, 
if x is the number of loaves in the smallest share and y 
the difference between successive shares, then it can be 
shown that A = 5, B = 10, C = 100, D = 11, E = -2, 
F = O. Solving the resulting equations, we obtain x = 
Ii, y = 9i. The shares are thus Ii, lOt, 20, 29i, 38i. 

The "practical» man is not impressed by the general 
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form of the solution given by (6) and (7). He wants an 
answer to a specific problem, the actual numbers of 
loaves received by each man. In principle he can get the 
numbers from the general solution, but he cannot use the 
solution "in principle." 

The mathematician, on the other hand, is interested 
in what can be said about the solution, not in the specific 
solution. For example, from (6) and (7) he can con­
clude that if AE = DB, while CE =F BF and AF =F DC, 
the problem has no solution at all. He can conclude that 
if AE = DB, CE = BF, AF = DC, the problem has an 
infinity of solutions; also that under certain conditions 
the smallest share will be negative which mayor may 
not be an acceptable solution, depending on whether 
the '10aves of bread" are supposed to be physical loaves 
or merely bookkeeping entries, and so forth. 

The example is meant to illuminate the difference in 
outlook between someone faced with a specific problem 
and a mathematician who is usually interested in the 
most general formulation of classes of problems. Some­
times the mathematician comes up with a formula 
which in one stroke solves all problems of a given class, 
but this does not happen frequently. The mathemati­
cian's elucidation of problems sometimes leads not to a 
solution but to a clarification, namely of what it is that 
the problem involves, what obstacles stand in the way 
of solutions, what special cases of the problem can be 
treated by what methods, and the like. 

Solving problems is not the only, nor even the most 
important task of mathematical theory. Mathematics is 
all of one piece-all of its parts are interconnected, some­
times by extremely subtle threads of logic. Any dis­
coveries which shed light on one class of mathematical 
problems usually have relevance to other areas. The in­
terlocking of the different mathematical developments 
makes the entire structure of mathematics understand­
able and harmonious. It is this unity of method that has 
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made mathematics the most powerful tool of creative 
deductive thought known to man. 

Game theory should be viewed in the same way. The 
focus in game theory is on the general principles govern­
ing the logical structure of strategic conflict. The exist­
ence of a best mixed strategy for each of the players in 
a two-person zero-sum game is one such principle. It is 
quite analogous to the existence theorems of algebra, for 
example, the theorem that there exist two real roots of a 
quadratic equation ax2 + bx + c with real coefficients, 
provided b2 :;:::: 4ac, but not otherwise. The existence 
theorem says nothing about how to find the roots, but it 
says a great deal nevertheless; for clearly there is no 
sense in trying to find the real roots of such an equation 
if they do not exist. Similarly the expression "There's gold 
in them thar hills" is significant, if true, even if it gives 
no indication about where the gold is. Similarly Men­
deleev's periodic table was Significant in giving an in­
dication of the possible existence of elements not yet 
discovered, although it said nothing about how they 
might be discovered. Similarly Einstein's equation E = 
mc2 was significant in calling attention to the energy 
locked in the atom, even thought it gave no indication 
of how that energy might be released. 



7. Solving the Two-Person 
Zero-sum Game 

The existence theorem on two-person zero-sum games 
tells us that we shall not be attempting the impossible in 
searching for a best strategy for each player. It tells us 
also that if the game has a saddle point, then there exists 
among all the available strategies a best one for each 
player (pOSSibly several equally good ones). If the game 
has no saddle point, then there is no best "pure" strat­
egy. In that case the players should mix their strategies. 
A best mixture (possibly several) is available among the 
possible strategy mixtures. However, what the existence 
theorem does not tell us is how to find the best strategy 
mixture. Let us see how we might proceed in the case of 
the 2 X 2 game. 

Game 10 is a general game of this sort, in which the 
payoffs (always assumed to be the row chooser's) may 
be anything. 

Suppose we classify all such games depending on the 
ways the four payoffs to Castor are arranged in the order 
of magnitude, for example, a > b > c > d, a > b > d > 
c, a> c> b > d, etc. Next suppose a is a saddle point. 
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PI P2 

a b 

c d 

Game 10 

Then because of the way saddle point is defined, b > a 
> c. But we already have the solution of all games with 
saddle points. Therefore we wish to omit them from con­
sideration. We seek solutions of games without saddle 
points, and so we must eliminate all the 2 X 2 games in 
which b > a > c. These are the games in which the 
payoffs are ordered as follows: d > b > a > c; b > d > 
a > c; b > a > d > c; b > a > c > d. Assuming, in turn, 
that b, c, cr d is a saddle point, we remove all the 
games in which this is the case. 

This procedure leaves only the games to be considered 
in which a > d > b > c or d > a > b > c, or a > d > c 
> b, etc., in short where the arrangement is such that 
both payoffs in one of the diagonals of the game matrix 
are greater than either of the payoffs in the other diag­
onal. This means that either Castor or Pollux prefers the 
two outcomes in which both players use the same strat­
egy (either 1 or 2) to the two outcomes in which they 
use disparate strategies. A game of this sort is seen to 
be similar to Button-Button, in which Guesser always 
prefers the pair of outcomes in which both players have 
chosen the same hand, and, of course, Hider prefers the 
other pair of outcomes. Clearly it does not matter how 
we label the players or the outcomes. Therefore we can 
represent all the 2 X 2 games without saddle points by 
Game 10, in which it is understood that a ~ d > b ~ c. 
Note: we must assume that d > b (i.e., that the inequal­
ity is strict), otherwise b would be a saddle point. 

The existence theorem tells us that each player can 
guarantee himself a certain minimum expected payoff if 
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he uses a certain mixed strategy. Let v be the payoff to 
Castor if both players use the prescribed mixed strat­
egies. The quantity v is called the value of the game. We 
shall have solved the game if we find all the mixed strat­
egies (x, 1 - x) prescribed to Castor and all the mixed 
strategies (y, 1 - y) prescribed to Pollux, such that when 
both use such mixed strategies, Castor can expect the 
payoff v, and consequently Pollux can expect -v. 

We proceed to find x and y. 
Since v is guaranteed to Castor, Castor should get at 

least v regardless of how Pollux plays. If Pollux plays Ph 
Castor can expect ax + c (1 - x), and this amount must 
not be less than v. Therefore we write 

ax + c(1 - x) ~ v. (8) 

Analogously we can write (assuming Pollux plays P2) 

bx + d(1 - x) ~ v. (9) 

Since Pollux should get at least -v, regardless of how 
Castor plays, we can also writeS 

ay + b(1 - y) ~ v; 

cy + d(1 - y) ~ v. 

(10) 

(11) 

Finally, since x and yare probabilities, we must have 

0< x < 1; O<y<1. (12) 

The last inequalities are strict, since otherwise we would 
allow the existence of optimal pure strategies, which are 
ruled out by the absence of a saddle point. 

We shall have found x, y, and v if we find three cor­
responding numbers which satisfy all of the conditions 
[(8)-(12)]. 

Note that if we find values which satisfy some of the 
conditions with the inequality signs replaced by equal­
ity signs, these values will do, because the condition 
"greater than or equal to" includes "equal to." Let us 
therefore try to solve some equations which result if the 
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inequality sign is replaced by an equality sign. We 
choose (8) and (9) and accordingly write 

ax + c(1 - x) = v; (13) 

bx + d(1 - x) = v. (14) 

Since the right sides of these equations are equal, we 
can write 

ax + c(1 - x) = bx + d(1 - x). (15) 

Solving for x, we obtain 

d-c x= . 
(a + d) - (b + c) 

(16) 

Solving for y, we have 
d-b 

(17) 
Y = (a + d) - (b + c)' 

Since there is no restriction on v, the value of v deter­
mined by x and y reveals itself automatically as the 
value of the game (to Castor). It remains, however, to 
test the condition 0 < x < 1 and 0 < y < 1 and also 
whether the value of v determined by (13) and (14) 
satisfies (10) and (11). 

Note that because of our arrangement a > d > b > c, 
both the numerators and the denominators on the right 
sides of (16) and (17) are positive. To satisfy (12), 
one must show that the numerators are smaller than the 
denominators, namely 

in other words 

d - c < a + d - b - c, 

d - b < a + d - b - c, 

0< a - b, 

0< a-c. 

(18) 

(19) 

(20) 

(21) 

But inequalities (20) and (21) must be satisfied, since 
a ~ d > b ~ c implies a> b and a> c. Therefore (12) 
is satisfied. Game 10 is now solved. 
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Applying exactly the same procedure to our Button­
Button game (Game 9), we arrive at the following solu­
tion: 

-1-2 
x = (-3) -6 = 1/3, (22) 

-1-4 
y = (-3) -6 = 5/9, (23) 

which was the solution found earlier. 
Two things are noteworthy about 2 X 2 games with­

out saddle points. First, the mixed strategy solution is 
unique; that is, only one mixed strategy is prescribed to 
each player. Second, if one of the players plays the pre­
scribed mixed strategy (the minimax), he gets the same 
expected payoff whatever the other player does. These 
features are consequences of the fact that if a 2 X 2 
game has a saddle point, then necessarily at least one of 
the players must have a dominating strategy. From this 
it follows that if neither player has a dominating strat­
egy, a 2 X 2 game cannot have a saddle point. In larger 
games neither condition necessarily obtains. Some strat­
egies may dominate others without dominating all the 
others. Also a saddle point may exist without either 
player having a dominating strategy. Therefore, in larger 
games (with more than two strategies available to each 
player) the conditions which insure the nonexistence of 
dominating strategies or saddle points can become ex­
ceedingly involved; at least it takes involved expressions 
to write them down. Accordingly the task of determining 
minimax mixed strategies in a general two-person game 
is usually quite tedious. The explicit methods of solving 
such games involve search procedures; the object of the 
search is essentially to eliminate from the game those 
strategies or strategy mixtures which are dominated by 
other strategies or strategy mixtures. When all such 
sets of strategies have been eliminated, the remaining 
reduced game gives rise to solutions in terms of strategy 
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mixtures from which the eliminated strategies are miss­
ing. 

To illustrate the method, let us solve a game just one 
step removed from a 2 X 2 game, namely Game 11, 
which is a 2 X 3 game. 

P3 

a b e 

d e f 

Game 11 

We seek a mixed strategy (x, 1 - x) for Castor and a 
mixed strategy (y, z, 1 - Y - z), for Pollux. 

The inequalities to be satisfied are the following: 

ax + d(l - x) ~ v, (24) 

bx + e(l - x) ~ v, (25) 

ex + f(l - x) ~ v, (26) 

ay + bz + e(l - y - z) ~ v, (27) 

dy + ez + f(l - y - z) ~ v, (28) 

o ~ x ~ 1, (29) 

o ~ y ~ 1, (30) 

o ~ z ~ 1, (31) 

O~y+z~1. (32) 

Note that the last four inequalities permit some of the 
strategies to be eliminated. 

We could attempt to solve a game of this sort in gen­
eral, that is, in terms of the payoffs designated by letters. 
However, this would involve a tedious enumeration of 
conditions which must be satisfied if the solutions so ob­
tained could be accepted. (For example, certain condi­
tions must be satisfied if x, y, and z are to be confined to 
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the interval between zero and one.) Instead of seeking 
the general solution, we shall construct a numerical ex­
ample of a 2 X 3 game, keeping in mind certain features 
we want it to have. We shall then solve the specific 
game, by a method which will illustrate the general prin­
ciples used in the solution of all two-person zero-sum 
games. 

The features which we should like our game to have 
are those that insure (to the extent possible) "non­
degeneracy." 9 In other words. we should not like our 
game to reduce immediately to a game with a saddle 
point or to a 2 X 2 game, since we have already found 
the general solution of all such games and would learn 
nothing new by solving a 2 X 3 game. In particular we 
do not wish either of Castor's strategies to dominate 
the other, since this would immediately introduce a sad­
dle point. Next, we wish to avoid games in which one of 
Pollux' strategies dominates another, since in that case 
Pollux should simply omit the dominated strategy from 
his mixture. This is because increasing the "weight" 
(probability) of the dominating strategy at the expense 
of the dominated one can only improve the payoff re­
sulting from the mixture. 

One might think that a way to avoid dominating strat­
egies in Game 11 is by making sure that no dominating 
strategies occur in any of its three 2 X 2 sub-games,10 
namely 

P1 P2 P2 PI PI Pa 

C1 ffiB ~ I bel ~tnB 
C2 d e C2 e f C2 d f 

Game 12 Game 13 Game 14 

However, it turns out that in at least one of the sub­
games Castor must have a dominating strategy, if Pollux 



The Two-Person Zero-sum Game 85 

is to have none. To see this, let us try to deny dominating 
strategies to either player. To insure the absence of a 
dominating strategy in Game 12 let us have Min (a, e) 
> Max (d, b); that is to say, either payoff in the first 
parenthesis should be larger than either in the second. 
We have seen above (see p. 79) that this insures the 
absence of a dominating strategy in a 2 X 2 game. Once 
we have prescribed that Min (a, e) > Max (d, b), we 
have no choice for Game 13 but to assign Min (e, c) > 
Max (b, f). We cannot assign Min (b, f) > Max (e, c), 
because this would contradict Min (a, e) > Max (d, b), 
and any other assignment would give a dominating strat­
egy to one of the players. But the two assignments to­
gether imply Min (a, c) > Max (d, f), and so in Game 
14 Castor must have a dominating strategy. 

It appears, then, that the best we can do to avoid sim­
plification (degeneracy) in our 2 X 3 game is to have 
none of Pollux' strategies dominate another and to have 
a dominating strategy for Castor in just one of the 
2 X 2 sub-games (but not in the 2 X 3 game). 

Game 15 is a numerical example which satisfies these 
conditions. 

P. 

4 o 3 

-3 2 -1 

Game 15 

Neither of Castor's strategies dominates the other in 
the full game; none of Pollux' strategies dominates an­
other. 

By substituting the payoffs of Game 15 into inequal­
ities [( 24 )-( 28)], we obtain 

4x - 3(1 - x) ~ v, 

2(1 - x) ~ v, 

(33) 

(34) 
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3x - (1 - x) ~ V, 

4y + 3(1 - y - z) ~ V, 

(35) 

(36) 

- 3y + 2z - (1 - y - x) ~ v. (37) 

Observe that if we can find x, y, z, and v to satisfy the 
five equations obtained from [( 33 )-( 37)] by replacing 
the inequality signs by equality signs, we shall have 
satisfied the inequalities also, since the sign ;;;:: stands 
for greater than or equal to. If our values of x, y, and z 
furthermore lie between 0 and 1, as required by [(29)­
( 32) ], we shall have found a solution to the game. (The 
question of whether there may be other solutions 
will remain open.) Let us therefore start by trying to 
solve [( 33 )-( 37)] as a system of equations. 

Before we start, we should note that the system to be 
solved has four unknowns, x, y, z, and v, and five equa­
tions. Such a system is called overdetermined. It may not 
be possible to solve it, because the values obtained from 
four of the equations may not fit the fifth. When this 
happens the system is said to be inconsistent. 

Inspecting the system [( 33) -( 37)], we see that it is 
convenient to determine x and v from (33) and (34), 
then to substitute the value of v so obtained into (36) 
and (37) which will determine y and z. The question of 
consistency will then be settled by whether (35) is satis­
fied by the preViously obtained values of x and v. 

Solving (33) and (34) for x and v, we get x = 519; 
v = 8/9. Substituting 8/9 for v in (36) and (37), we 
obtain y = 2/9; z = 7/9. We note that x, y, and z all 
fall in the interval between zero and one, as reqUired. 
(The fact that v also falls into this interval is merely in­
cidental and of no significance.) Testing for consistency, 
we substitute 5/9 for x and 8/9 for v in (35) and get 
11/9 on the left side and 8/9 on the right. 

We see that the system [( 33 ) -(37)] is inconsistent as 
a system of equations. But in asking this consistency, we 
have asked for too much. Only the inequalities need to 



The Two-Person Zero-sum Game 87 

be satisfied if x, y, z, and v are to be a solution of the 
game. The inequalities are satisfied because 11/9> 8/9. 
Therefore, 

1. we have found a value of v, which satisfies the 
definition of the value of the game, because 

2. we have also found a mixed strategy for Castor, 
namely (5/9,4/9) which insures at least v to him; and 
one for Pollux, namely (2/9, 7/9, 0) which insures at 
least -v to him. 

We have also found that although none of Pollux' 
strategies are dominated by any other, still one of the 
strategies, namely Pa, has to be assigned weight 0 (never 
played). This suggests that even strategies which are not 
dominated should sometimes be avoided altogether, and 
this is revealed by game-theoretical analysis. 

It is instructive to see what would have happened if 
we started with the system of equations derived from 
( 34 ) , (35) , ( 36 ) , and (37). Proceeding as before we 
would have obtained x = i, y = 0, Z = i, v = 1. This 
would have violated inequality (33), and consequently 
our values for x, y, z, and v would not have served as 
a solution of the game. When this happens, one method 
of finding a solution prescribes the elimination of some 
of the strategies. This can be done by trial and error. 
Trying each strategy in turn, we would find that by 
eliminating P3, we do arrive at a unique solution of the 
reduced 2 X 2 game, namely the one just found. 

The general method can now be described: 
1. Examine the game for saddle points. If one is found, 

the solution is immediate. 
2. Examine the game for any strategies of either player 

that are dominated by other strategies. Eliminate all the 
dominated strategies from the game. 

3. For each of the column chooser's strategies, write 
down an inequality which states that the row chooser 
expects a payoff of at least v, if he plays the mixed strat­
egy (Xl> X2, ••• xn ). The x's represent n - 1 of the un-
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knowns, because only n - 1 of them are independent; the 
n-th is obtained by subtracting the sum of the others 
from 1. 

4. For each of the row chooser's strategies, write down 
an inequality which states that the column player ex­
pects at least -v, if he plays the mixed strategy (Yh Y2, 
... Ym). The y's represent m - 1 of the unknowns. 

We now have a system of (m + n - 2) inequalities in­
volving (m + n - 1) unknowns (v is the remaining un­
known). 

5. Add the conditions that all of the x's and y's must 
lie in the interval between zero and one, inclusive. 

6. Select some (m + n - 2) of the inequalities. Try to 
solve them as a system of simultaneous equations in as 
many unknowns. There are two possibilities: either the 
determinant of the system vanishes or it does not. If it 
does not vanish, the system yields a unique solution to 
be tested against the other criteria. If the determinant 
vanishes, there are again two possibilities depending on 
whether the system contains terms not involving the un­
knowns (i.e., is a nonhomogeneous system) or does not 
contain such terms (i.e., is a homogeneous system). In 
the former case the system is inconsistent. In the second 
case there may be an infinity of solutions. 

7. If, in a solution so obtained, zero weights are as­
signed to some of the strategies, eliminate those strate­
gies from the game matrix and start over. 

8. If a solution without zero weights has been ob­
tained by solving the system of equations (possibly of a 
reduced game), test this solution for compatibility with 
all the other criteria of the entire game. If it is compati­
ble with all of them, it is a solution of the game. (There 
may be many solutions. For example, some weights may 
be any fraction within a prescribed interval.) If the sys­
tem selected is inconsistent, or if it yields solutions in­
compatible with the other criteria, the search continues 
by reducing the game progressively, first by eliminating 



The Two-Person Zero-sum Game 89 

single strategies, pairs of strategies, etc. Eventually a 
solution must be found, because if all but two strategies 
are left to each player, the reduced game must either 
have a saddle point or a mixed strategy solution. 

9. All the strategies eliminated in the process just de­
scribed are assigned weight zero in the corresponding 
strategy mixtures. The remaining weights are found 
from the solution of the first system that proves to be 
solvable and compatible with the remaining inequalities. 
The value of v is also determined in this process. We 
now have a strategy mixture (or a class of such mix­
tures) prescribed to each player, and the value of the 
game. These constitute the solution of the game. 

We conclude this chapter by examining a game in 
which a class of mixed strategies is prescribed to each 
player. An example is the ancient two-person zero-sum 
game called Morra. 

Morra has several versions of varying complexity. The 
simplest version is the following. Each player simul­
taneously shows either one or two fingers. If the number 
of fingers is odd one player wins, if even the other. We 
can see immediately that this game is strategically equiv­
alent to Button-Button. If the payoffs are symmetrical, 
the strategy prescribed to each player is obvious, namely 
x = t; y = 1- This game presents no further interest. 

The next version of Morra is considerably more in­
teresting. In this game each player shows one or two 
fingers and at the same time guesses the number of 
fingers shown by the other. If both guess correctly, or if 
neither does, the payoff is zero to both. If one guesses 
and the other does not, the payoff to the guesser is the 
sum of the fingers shown. We shall solve this game. 

First, we construct the game matrix, as shown. Each 
strategy is deSignated by the number of fingers shown 
(first number of each pair) and the number guessed 
(second number). The payoffs are, as usual, to the row 
chooser. 
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0 1 (1, 1) 

O2 (1,2) 

Oa (2, 1) 

O2 (2,2) 

P1 

(1, 1) 

0 

-2 

3 

0 

P2 

(1,2) 

2 

0 

0 

-3 

Pa 
(2,1) 

-3 

0 

0 

4 

Game 16, two-finger Morra. 

0 

3 

-4 

0 

Next we write down the inequalities. It should be clear 
that the value of this game is zero, since the game is 
entirely symmetric and there is no reason why either 
player should be favored. This result ought to come out 
of the formal solution, but we may as well use the sym­
metry of the game to guess its value in advance. The in­
equalities with respect to Castor's expectations are 

- 2X2 + 3xa ~ 0, (38) 

2X1 - 3(1 - Xl - X2 - Xa) ~ 0, (39) 

-3X1 + 4(1 - Xl - X2 - xa) ~ 0, (40) 

3X2 - 4xa ~ O. (41) 

The inequalities representing Pollux' expectations are, 
of course, entirely analogous and so need not be written 
down. 

We are to select three out of these four inequalities 
to solve as a system of three equations in three un­
knowns. We note at once that if both (38) and (41) are 
included, the complete system cannot be satisfied. For 
( 38) and (41) jOintly yield X2 = 0, X3 = O. Substituting 
these values for the remaining two inequalities, we ob­
tain from (39) Xl ~ 3/5 and from (40) Xl ~ 4/1, which 
is a contradiction, since 3/5 > 4/7. 

Therefore we include only one of (38) and (41) in 
our system. Taking (38), (39), and (40), we obtain 
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from (38) X3 = iX2. Substituting this into (39), we ob­
tain Xl = t - X2. Substituting both results into ( 40), 
we obtain -xI/3 = 0, hence, Xl = O. But Xl = 0 means 
that one of the strategies has been eliminated. Therefore 
we must start over again with a reduced game without 
the strategy C I ; otherwise we may not obtain all of the 
solutions. Note that entirely similar reasoning will elimi­
nate the strategy PI from Pollux' choices. The reduced 
game leads to the following inequalities: 

-2X2 + 3X3 ~ 0, 

- 3 + 3X2 + 3X3 ~ 0, 

4 - 4X2 - 4X3 ~ O. 

(42) 

(43) 

(44) 

3X2 - 4X3 ~ O. (45) 

If equalities are substituted for inequalities in (43) 
and (44), we get X2 + X3 = 1. Moreover we know that 
X2 + X3 cannot exceed one (because Xl + X2 + X3 + X4 = 
1). Therefore we know that both Xl and X4 are elimi­
nated. This leaves only inequalities (42) and (45). We 
know that they cannot be satisfied as equations, because 
the only solution of these two equations is X2 = X3 = 0, 
which contradicts X2 + X3 = 1. Hence we must choose 
X2 and X3 so as to satisfy (42) and (45) as inequalities. 
This gives 

3X2/4 < Xa < 2x2/3, 

X2+X3=1. 

(46) 

(47) 

The result is, of course, entirely analogous for the 
other player. In words this means that in playing the 
two-finger Morra game just described, one should never 
guess the same number of fingers that one shows. The 
result is not intuitively obvious, and it would be inter­
esting to know whether experienced Morra players (the 
game is said to have been popular in antiquity) were 
aware of it. If the players follow this advice, then either 
both will guess correctly or neither will guess. The out-



92 Two-Person Game Theory 

come will be zero in either case. This would make the 
game utterly uninteresting, but this is the only prudent 
way of playing it (including the prescribed limits on the 
frequencies of the two strategies). A departure from the 
prescription on the part of either player can be taken 
advantage of by the other. 

At this point one might ask the following question. If 
the strategies prescribed lead only to zero payoffs, what 
difference does it make in what proportion they are 
mixed? The answer is that the strategies should be mixed 
in the prescribed proportions in self-defense, as it were. 
Any consistency on the part of one player can be taken 
advantage of by the other. Should, for example, Castor 
play Cs exclusively, Pollux can win 4 by switching to P4 • 

Should Castor choose consistently C2, Pollux can win 2 
by sWitching to Pl. 

We note that the "yield" of the prudent strategy is not 
high. For example, if Castor chooses the mixture X2 = 
t, Xs = t, he will gain nothing from Pollux' use of the 
prohibited strategy PI and only an average of i from 
Pollux' use of the prohibited strategy P4• Obviously 
Castor wins nothing as long as Pollux sticks to P2 and Ps. 
Therefore Castor, playing the above mixture, can ex­
pect to win from an opponent, ignorant of game theory, 
f/5 points per play, where f is the fraction of plays on 
which the opponent plays the prohibited strategy P4 • 

To win more, Castor must himself depart from the 
minimax, which, of course, involves a risk (if the op­
ponent is also clever). 

To be able to take advantage of his opponent by using 
the prohibited strategies, Castor must be "more per­
ceptive" than his opponent; that is, Castor must be able 
to anticipate Pollux' departures sooner or more accu­
rately than Pollux anticipates Castor's. We cannot be too 
emphatic in pointing out that game theory, as such, has 
absolutely nothing to say about how one becomes "more 
perceptive" than one's opponent. This question is psy-



The Two-Person Zero-sum Game 93 

chological, not theoretical. Its investigation requires data 
and methodological tools which fall wholly outside of 
game theory. On the other hand it is well to recognize 
the role of game theory in bringing such questions to 
light and, above all, in separating these questions from 
the purely logical considerations with which game theory 
is concerned. 



8. The Negotiated Game 

Conflicting parties enter negotiations if each hopes to 
gain from the results. Each party will gain if, as a 
result of the negotiations, the parties agree on a course 
of action expected to lead to an outcome which is pre­
ferred by both (or all) parties concerned to the out­
comes which might have obtained in the absence of the 
agreement. If the outcomes in question are only the vari­
ous outcomes of a two-person zero-sum game, then 
clearly no negotiated agreement can simultaneously 
benefit both parties. For if one of two possible outcomes 
is preferred by one of the parties in such a game, the 
other outcome is sure to be preferred by the other in 
the same degree. ll 

The situation is different in a nonzero-sum game. Here 
there may be outcomes which are preferred to other 
outcomes by both players. In a negotiated settlement 
the players can at least agree to act in such a way that 
one of the possibly several outcomes preferred by both 
players (to other outcomes) obtain. This is, of course, 
possible only if the rules of the game or the nature of 
the situation allow the players to coordinate their actions 
so as to attain one of the preferred outcomes. 
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As a simplest example, consider the game of Button­
Button played as follows. If Guesser guesses where Hider 
concealed the button, each of the players is paid a dol­
lar by the House. If he does not, each player pays a 
dollar to the House. 

If the players are not able to communicate, hardly 
anything can be said about what each player should 
do. Whether they will payor collect seems to be a 
matter of chance. In this sense, the game is trivial. On 
the other hand, if the players are allowed to coordinate 
their choices, they can easily agree on where to conceal 
the button. Thus the coordinated game is also trivial. 

The coordinated game of Button-Button is trivial, be­
cause the interests of the players completely coincide. 
The interesting features of nonzero-sum games derive 
from situations in which the interests of the players 
partly coincide and partly conflict. The essential purpose 
of negotiation is to use the common interests of the play­
ers as leverage in the settlement of their conflicting 
interests. 

As an example, consider Button-Button with negotiation 
allowed, in which as before both players get positive pay­
offs if they agree on their choice of hand, and both get 
negative payoffs if they do not agree. However, we shall 
now assume that the positive payoffs are not the same 
to the two players. 

To add vividness to our example, let us give the game 
another interpretation. The players are now Man and 
Woman who are negotiating the matter of choosing an 
evening's entertainment. The man proposes opera, the 
woman a prize light. Let Man get one unit of payoff if 
both go to the opera, while Woman gets nothing. If 
both go to the prize light, Woman gets a unit of pay­
off while Man gets nothing. If they go their separate 
ways, both get negative payoffs. Namely, if Man goes 
to the opera while Woman goes to the prize light, Man 
gets -a, and Woman gets -b. If, on the contrary, Man 



96 Two-Person Game Theory 

goes to the prize fight, while Woman goes to the opera, 
Man gets -c, and Woman gets -d. This game has been 
nicknamed Battle of the Sexes and is discussed by R. D. 
Luce and H. Raiffa (1957). 

At this point one might raise the reasonable objection 
that it makes no sense for Man to go to the prize fight 
alone, whil~ Woman goes to the opera alone, since if 
they go separately they may as well go to their respective 
preferred places. However, this outcome is not entirely 
absurd. Suppose, for example, that after a spirited argu­
ment, in which Man insists on opera and Woman on the 
prize fight, they go off separately. But suppose further 
that enroute both change their minds, each deciding to 
give in to the other. Man, assuming that Woman has 
gone to the prize fight goes there looking for her. Con­
sequently, Man ends up at the prize fight, which he ab­
hors, while Woman, pursuing a similar course, ends up 
at the opera, with which she is bored. 

The situation is depicted in Game 17. 

Woman 
O2 F2 

0 1 1,0 -a, -b 
Man 

Fl -c, -d 0,1 

Game 17 

It may seem that to treat the problem in the most 
general context, we should leave all the payoffs unspeci­
fied (i.e., denote them by letters). However, we shall 
take advantage of the game-theoretical assumption that 
payoffs are utilities. Therefore we can arbitrarily fix the 
zero and the unit point in the payoff scale of each player 
independently. This we have done in the "agreement 
diagonal," (Oh O2 ) and (F h F 2)' The other payoffs have 
been left unspecified except that they are all negative 
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(a, b, c, and d being all positive numbers). This is in 
accordance with the situation we are examining, namely 
where failure to agree on the choice of entertainment is 
worse for each player than agreement even on the less 
preferred outcome. 

Next, we shall wish to impose the condition Min(a, 
b) > Max( c, d). This condition also reHects a feature 
of our game. If agreement fails because each party in­
sists on his own preferred choice, the punishment is 
more severe (for both) than it agreement fails because 
each insists on the choice preferred by the other. Psycho­
logically this could be interpreted as follows. If Man 
ends up at the prize fight alone, where it dawns on him 
that Woman had repented and went looking for him 
at the opera, his disappointment is somewhat compen­
sated by this evidence of her affection, and vice versa. 
Another way of interpreting the outcome (F 1, O2 ) is in 
terms of an Alphonse-Gaston result. The reference is to 
the ancient comic strip characters who habitually get 
into the impasse of excessive politeness ("After you, my 
dear Gaston .... No, after you, my dear Alphonse"). 

In short, the outcome (01, F 2) represents Man's and 
Woman's respective threat potentials (what each will get 
if he or she does not follow the other to the entertain­
ment of her or his choice). The outcome (Fh O2 ) rep­
resents the frustration resulting from misplaced altruism. 

Finally, we shall also suppose that a, b, c, and d are 
all smaller than 1. This last restriction is logically un­
necessary. It is made simply in the interest of simplify­
ing some calculations below. 

The question before us is what should the players do, 
say, in repeated plays of this game? Should they alter­
nate between (01, O2) and (F 1, F 2) so as to "split the 
difference"? This would seem eminently fair if the game 
were entirely symmetric (although we shall see below 
that even the notion of symmetry is not unambiguous in 
this context). But suppose the threat available to Man, 
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namely b (what Woman loses if she insists on the prize 
fight, while Man goes off to the opera) is larger than 
the threat available to Woman, namely a? 12 We can 
imagine the following conversation. 

He: "Are we agreed that (01. O2 ) and (Fl , F2 ) are 
both better than the other two outcomes?" 

She: 'We are." 
He: "Therefore if 1 go to the opera, it is in your in­

terest to do likewise." 
She: "This is true. On the other hand, if 1 go to the 

prize fight, your best choice is to come along, too." 
He: "However, 1 prefer the opera. Therefore 1 shall go 

there." 
She: "I, on the contrary, prefer the prize fight. There­

fore 1 shall go there." 
He: 'What will this get you? You will lose b units of 

utility. Why don't you come with me and break even?" 
She: "If you persist in your stubbornness, you will 

lose a units, whereas you could break even if you went 
along with me." 

He: "But you stand to lose more than 1 if we both 
persist. (Recall that we are assuming here that b > a.)" 

She: "Look at it this way. Suppose you could get your 
1 utile at the opera whether 1 went along or not. Then 
you would not even want to negotiate with me. You 
would simply go off to your opera. But you do not get a 
full utile if 1 don't come along. My good will must be 
worth something to you. You must, therefore, give me 
something in order to assure it." 

If we feel that Woman has a point, in spite of being 
apparently in a weaker position (having a smaller threat), 
then we must decide how much that point is worth. Once 
we decide this, we can arbitrate the conflict, i.e., we 
can suggest how the difference is to be split in the 
interest of "fairness" (however defined). 

Several approaches to problems of this sort have been 
proposed. Collectively they constitute so-called theories 
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of bargaining and arbitration. These theories are clearly 
closely connected to game theory and can be considered 
to be a branch of the latter. It is important to note, how­
ever, that the "purely rational" character of game theory, 
as originally formulated, is modified in the theories of 
bargaining and espeCially in the theories of arbitration,13 
How and why this comes about will, I hope, become ap­
parent from the discussion to follow. 

Two-person nonzero-sum games of this sort are con­
veniently represented in the so-called payoff space, a 
two-dimensional diagram, in which the horizontal axis 
represents the row chooser's payoffs and the vertical the 
column chooser's. The game just discussed is repre­
sented in Figure 4. 

(-a,-b) 

FIG. 4. The payoff polygon of the Battle-of-the-Sexes game 
(Game 17). 

We have assumed that the two players can coordinate 
their choices. This means that they can mix their choices 
of (0) and (F) strategies in any desired proportion and 
moreover that each can make his choices contingent on 
those of the other. Thus, for example, the players can 
confine the outcomes to (01, O2) and (F 1> F 2)' mixing 
only these in any desired proportion. Note that if the 
players cannot coordinate their choices, they cannot at­
tain all possible mixtures of outcomes. For example, they 
cannot play so as to get fifty percent (01, O2 ) and fifty 
percent ( F 1> F 2)' because without coordination some 
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(01, F 2) and (02, F 1) are bound to obtain. But if they 
can coordinate their choices, they can certainly avoid 
the outcomes (01, F 2) and (02, F 1) if they so desire. 

Clearly in the game we are considering the players, 
after reaching an agreement, will want to avoid (01, F 2) 
and (02, F d. Suppose, then, they have agreed on some 
mixture of (01, O2 ) and (F 1, F 2)' Depending on the 
proportions of this mixture, the point representing the 
average payoff to each player will be a point on the 
straight line joining (1, 0) and (0, 1). The more (01, 
O2 ) there will be in the mixture, the closer the point will 
be to (1, 0), and vice versa. In fact, it can be shown that 
by mixing the four outcomes in various proportions, the 
players can attain a pair of (average) payoffs repre­
sented by any of the points inside and on the border of 
the quadrangle (the payoff polygon) joining the four 
points shown in Figure 4. 

More generally, a convex14 polygon joining some of 
the points in the payoff space so as to include all of 
these points either on its boundary or inside, includes all 
of the points and only those which can be realized as 
payoffs by coordinated pairs of mixed strategies. Such a 
polygon is called the convex hull of the set of payoff 
points. An example of a convex hull is shown in Figure 5. 

FIG. 5. A convex hull enclosing a set of payoff pairs. 
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We return to the Battle of the Sexes (Game 17). It 
stands to reason that if the players can agree on a pair 
of payoffs, they will not accept as a negotiated settle­
ment any point either inside the payoff polygon or on 
any of its three aides except the side joining (1, 0), 
(0, 1). This is because both can get more that way than 
by any of the remaining points. Unless they are already 
on the line joining (1, 0) and (0, 1), they cannot both 
do better while still staying within the payoff polygon. 
If one does better, it will be at the expense of the other. 
The points on the line joining (1, 0) and (0, 1) there­
fore lie on the negotiation set of the negotiated game. 
Payoff pairs not in this set need not be considered by a 
pair of rational players. 

Let us generalize the situation. Consider any two­
person nonzero-sum game. All of the payoffs attainable 
by pure strategy pairs will be points in the payoff space. 
The convex hull of the space will include all of the 
payoff pairs which can be obtained by mixtures of 
coordinated strategies. Among these pairs will be a 
particular pair ("0, yo) which represents the respective 
security levels of the players. The security level of a 
player is the payoff which the player can guarantee to 
himself by choosing an appropriate mixed strategy. To 
obtain the security level payoff, the player need only do 
what he would do in a zero-sum game, in which his 
payoffs are the same as in the game under consideration. 
Clearly, a player need not accept any negotiated payoff 
which is less than his security level, for he can get that 
much without the cooperation of the other player. 

Let us draw a vertical and a horizontal line through 
the point (xo, yo), i.e., the intersection of the two security 
levels. These lines will intersect the boundary of the 
payoff polygon in some pair of points. Then clearly the 
negotiation set must be included between these two 
points. Sometimes the whole portion of the boundary of 
the polygon so included will be the negotiation set, as 
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shown in Figure 6a; sometimes only part of it, as shown 
in Figure 6b. At any rate, every point on the negotiation 
set must satisfy the following two conditions: (1) the 
players should not be able to improve their payoffs 
jOintly from any such point, and (2) the coordinates of 

Second Player's 
Payoff Matrix 

!FFirst Player's 
r Security Level 

: ~gotiation Set 

: First Player's 
I Payoff Axis 
I -,----

Second Player's 
Security Level 

(0 ) 
Second Player's 
Payoff Axis 

( b ) 

FIG. 6, (a) and (b) 

the point must not represent payoffs smaller than the 
corresponding security levels of the two players. 

We have now defined the negotiation set completely. 
We assume that the pair of payoffs agreed upon in a 
negotiation between two rational players must be repre­
sented by a point on this set. 
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The question before us is which point on the negoti­
ation set will be agreed upon by "rational players." It is 
here that the notion of rationality becomes vague and 
somewhat mixed with other notions, such as bargaining 
advantage or, perhaps, equity. We can see this from 
the negotiation protocol reproduced above (see p. 98). 
Each player presents arguments which seem rational. 
Each points out to the other what the latter stands to 
lose if an agreement is not arrived at and, by implication, 
what an agreement ought to be worth to him. Still it is 
not easy to determine (objectively) the extent to which 
one or the other player can make his argument stick. 

The fact that several theories of bargaining and arbi­
tration have been employed in attempts to solve this 
problem indicates a lack of agreement among the the­
ories' proponents. I shall here give four examples of 
these theories, sufficient to demonstrate the flexibility of 
the notions involved in the concepts of bargaining power 
or of equity. 

First, we shall suppose that among all the points in­
side (or possibly on the boundary of) the payoff poly­
gon one point is singled out as a "status quo" point. For 
the time being we shall not inquire which point this will 
be. It will merely play the part of a point of reference. 
The solution of the negotiated game will be sought with 
reference to that point. A solution will be, as we have 
said, a point in the negotiation set. Every point on that 
set, we have seen, satisfies certain properties which we 
feel the solution should satisfy. However, the negotia­
tion set in general consists of many points. We should 
like to reduce this set to a single one. Therefore the 
criteria to be satisfied by that point should be more 
restrictive than those which define the negotiation set. 
Let us see what we can reasonably expect. 

If the spirit of game theory is to prevail, these criteria 
should contain as few "psychological" overtones as pos­
sible. "Rational players," we feel, should not have any 
"psychology." Or, to put it another way, if they have a 



104 Two-Person Game Theory 

"psychology," it must be an extreme one: they must be 
perfectly rational or perfectly ruthless or (if possible) 
both. For if their psychologies are not extreme, then two 
such players might have some psychological property 
in different measures, which necessitates an examination 
of these measures. This is a psychologist's task, not a 
game theoretician's. 

Nash's Solution of the Special Bargaining Problem 

The first approach we shall examine is due to John 
Nash (1950). This method illustrates the mathemati­
cian's way of finding a solution to a problem when the 
characteristics of the solution have been speCified. First, 
the characteristics of the solution are defined precisely. 
What can we expect these characteristics to be if the 
intrinsic (psychologically determined) bargaining abili­
ties of the players are not to play any part in it? 

1. We can expect that the solution will not depend 
on the way the players are labeled. Consider Games 18 
and 19. 

1, ° -a, -b 

-c, -d 0,1 

Game 18 

0, 1 -d, -c 

-b, -a 1,0 

Game 19 

The only difference between them is that the roles of the 
two players are interchanged. Therefore the only differ­
ence in the solutions of the two games ought to be an 
interchange of the payoffs to the two players. In partic­
ular, if the game "looks" exactly alike to each of the 
players with respect to the relations between his strate­
gies and his payoffs, then the solution should award 
equal amounts to each. 

2. The solution ought to be in the negotiation set. We 
have already justified this assumption. 
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3. We can expect that the solution is not affected by 
a linear transformation of the payoffs.I5 Consider Games 
20 and 21. 

1,0 -a, -b 1,1 -a,I-2b 

-c, -d 0, 1 -c,I - 2d 0,3 

Game 20 Game 21 

Game 21 is obtained from Game 20 by applying the 
transformation 2x + 1 to player 2's payoffs; i.e., each of 
player 2's payoffs has been doubled and then increased 
by one unit. Suppose a solution of Game 20 prescribes 
the payoffs to the two players as the point on the line 
segment joining (1, 0) and (0, 1) and dividing this 
segment in proportion p:q. Then the solution of Game 
21 ought to be a point on the line segment joining (1, 1) 
and (0, 3) and dividing that segment in the same propor­
tion. 

Note that the negotiated settlement does not really 
prescribe each player's "share of the joint payoff," be­
cause "joint payofF' cannot be defined in the context of 
utilities measured on an interval scale. The sum of the 
payoffs along the negotiation set is not necessarily con­
stant, and so the "joint payoff" is not defined. What the 
negotiated solution prescribes is this: if the conHict is 
about which of several outcomes on the negotiation set 
is to obtain, the negotiated settlement singles out some 
of these outcomes and prescribes in what proportion they 
are to be mixed. In other words, what is prescribed is 
"how much each player is to have his way" in the occur­
rence of his preferred outcome. It is this selected set of 
outcomes and the proportions in which they are mixed 
which remain invariant when payoffs are subjected to 
a linear transformation. 

4. Suppose the payoff polygon is enlarged so that now 
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additional payoff pairs become available, while the 
status quo point (see p. 103) remains unchanged. Then 
these additional payoff pairs should either contain the 
solution of the game or else they must not affect the 
solution of the old game. 

This last criterion is sometimes called "independence 
from irrelevant alternatives." It implies that in a negoti­
ated game, if both sides reject alternatives which are 
offered, the result of the negotiation should not be af­
fected by them, provided these alternatives do not 
change the status quo point, i.e., the reference point of 
the bargaining procedure. 

The problem now is to find a point in the negotiation 
set which satisfies these four criteria. Note that the nego­
tiation set is a line (usually a portion of a boundary of a 
polygon) in the payoff space. This line can be repre­
sented by expressing Y (player 2's payoff) as a function 
of X (player 1's payoff). Let this function be Y = f(X). 
Then the coordinates of the solution will be some specific 
pair of points [X''', f(XO)]. It was shown by J. Nash 
( 1950) that the only point which satisfies the above 
four criteria is the point obtained by finding the maxi­
mum of the function [X - xo] [f(X) - yo] where (xo, 
yo) are the coordinates of the status quo point. 

We have called this the solution of the special bargain­
ing problem, because it is based on the assumption that 
the status quo point is given. There remains, however, 
the question of how this status quo point is to be deter­
mined. The bargaining problem with this question in­
cluded we shall call the general bargaining problem. 

In some situations the selection of the status quo 
points seems straightforward enough. For example, let 
player 1 be a buyer and player 2 a seller, and let them 
bargain about the price of some object to be sold by 
player 2 to player 1. Assume that the utility can be 
measured in money and that the utility scales are linear 
with money for both players. When the object is sold, 
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the seller loses the utility of the object (to him) in return 
for the price, while the buyer loses the corresponding 
amount of money in return for the utility of the object 
(for him). Presumably a bargain will be struck if both 
parties gain utility as a result of their negotiations. The 
negotiation set then will be all possible sale prices which 
result in positive utility gains for both parties. It is nat­
ural to take for the status quo point the pair of utility 
gains associated with the outcome No Sale. Since the 
zero points of the utility scales of both parties can be 
fixed arbitrarily, this can be taken as the point (0,0). 

In the case of a game like Game 22, choice of the 
status quo point is not as clear. 

2,4 

-1, -5 

Game 22 

-3,-2 

4,1 

To choose (0, 0) would be tantamount to saying that 
the players may decide not to play the game at all. This 
alternative may well be included in the formal repre­
sentation of the game, as shown in Game 23. 

Pa 

0, 0 0,0 0, ° 
0, ° -2,4 -3, -2 

0,0 -1, -5 2,1 

Game 23 

Here, if either player chooses strategy 1, the outcome is 
(0, 0) for both, regardless of what the other does. This 
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choice of strategy, therefore, is equivalent to a refusal to 
play. 

But suppose it is impossible to refuse to play. What 
then shall be taken as the status quo point? We shall 
describe two possible views on this question. 

Shapley'S Solution 

The following approach is due to L. S. Shapley (1953). 
Consider the matrix of payoffs accruing to Man in 

Game 17 without regard to the payoffs accruing to 
Woman, as shown: 

1 -a 

-c o 

Game 24 

Suppose Man solves this game as a zero-sum game. Then 
he has at his disposal a mixed strategy which guaran­
tees him a certain minimum expected payoff, namely the 

strategy (1 + : + c' 1 ~ :: c). The guaranteed mini­

mal payoff resulting from this strategy is -ac/( 1 + a 
+ c). 

Now look at the game from the Woman's point of 
view: 

o -b 

-d 1 

Game 25 

Woman has at her disposal the mixed strategy 

( l+b d) hih h" -:----:--~" , W c guarantees er a mml-
1+b+d l+b+d 

mal expected payoff of -bd/( 1 + b + d). 
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Shapley's solution of the general bargaining problem 
amounts to taking this pair of minimal guaranteed pay­
offs, i.e., the security levels of the two players, as the 
status quo point and then solving the resulting special 
bargaining problem by Nash's method. 

Let us see what Shapley's solution prescribes in the 
Battle of the Sexes. 

To satisfy Nash's axioms, the following quantity must 
be maximized: 

[ - ac J[ bd ] x+ 1+ a + c Y+1+b+d (48) 

Since along the negotiation set, Y = 1 - X, (48) be­
comes 

[ X + 1 + a: + cJ[ 1 - X + 1 + ~d + dJ (49) 
To maximize the quantity given by (49), we set its 

derivative equal to zero16 and solve for X, namely 

(50) 

(51) 

Let us see what the solution says. First, observe that if 
a = band c = d, the expressions in the brackets vanish, 
so that XO and yo both reduce to !. This is, of course. 
exactly as it should be. If the situations of both players 
are exactly equal, the only equitable bargain is one 
which splits the difference for which the players are con­
tending. This is accomplished by mixing the (coordi­
nated) outcomes (01, O2 ) and (F h F 2) in equal propor­
tions. 

Next note that if c and d are interchanged in (50) 
and also a and b, the second term on the right side of 
(50) changes sign and becomes the payoff due Woman. 
Hence Nash's first postulate is satisfied. 
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Next, it is clear that the payoff pair given by (50) and 
( 51) is on the negotiation set, because both payoffs are 
nonnegative and add up to one (which is true only of the 
points on the negotiation set). Thus Nash's second pos­
tulate is satisfied. 

Next, we can verify that if we multiply the payoffs of 
either player by a constant or add a constant to all the 
payoffs of either player, then the prescribed mixture of 
(01. O2 ) and (Fh F2 ) will remain invariant. Thus Nash's 
third postulate is satisfied. 

Finally, the solution depends only on the status quo 
point and on the negotiation set. This implies that Nash's 
fourth postulate is satisfied. 

Now we can answer the question as to how unequal 
situations of the players affect the solution. We have 
seen that the payoffs at (Ot. O2) and at (F 1. F 2) have 
been fixed by our choice of zero and unit points of the 
utility scales. Consequently, only a, b, c, and d can vary. 

Using the method of differential calculus, we can 
readily see how XO depends on each of these parameters. 
Differentiating XO partially with respect to each in tum 
we obtain 

ax· = -e(l + e) < 0 
aa (1 + a + e)2 , 

(52) 

ax· d(l + d) 
ab = (1 + b + d)2 > 0, (53) 

ax· = -a(l + a) < 0 
ae (1 + a + e)2 , 

(54) 

ax· b(l + b) 
ad = (1 + b + d)2 > O. (55) 

The signs of the corresponding derivatives of yo are, of 
course, reversed. The meaning of inequalities (52) and 
(53) is clear. The greater the threat which Man can 
use against Woman, i.e., b, the greater is Man's share. 
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The greater the threat which Woman has against Man, 
i.e., a, the greater will be Woman's share. 

The naming of inequalities (54) and (55) is less clear. 
These inequalities state that the greater the loss one 
incurs as a consequence of misplaced altruism, the 
smaller is one's share in the negotiated solution. For­
mally it is easy to see why this is so. From (50) and (51) 
we see that a player'S advantage is expressed as the ex­
cess of his security level over that of the other player 
( observe the quantities in the brackets). Therefore what­
ever depresses a player's security level is to his disad­
vantage. However, why the payoff for misplaced altruism 
should have an effect on the negotiated solution is not 
intuitively obvious. That it does have an effect is simply 
a consequence on the way Shapley's negotiated solution 
is conceived. It is derived with reference to a situation 
in which each player considers only his own position, es­
sentially assuming the worst situation, namely playing 
against an opponent whose interests are directly opposite 
to his. Such an opponent is able to utilize every oppor­
tunity to drive one's security level down. The fact that 
the point, misplaced altruism, would not be normally 
used as bargaining leverage does not enter the derivation 
of Shapley's solution. 

Nash's Solution of the Generalized 
Bargaining Problem 

The essential difference between the solution proposed 
by Nash (1953) and that proposed by Shapley is in the 
choice of the status quo point. In Shapley's solution, we 
recall, the status quo point is determined by the players' 
security levels, namely by what each could get without 
bargaining, just by mixing his strategies so as to insure a 
certain minimum expected payoff. Reasonable as this 
point of reference appears, some game theoreticians 
feel that it does not reBect the relative bargaining posi-
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tions of the players. Surely the players should have 
stronger bargaining points at their disposal than "what 
they can do by themselves." For instance, retreating to 
his own security level is not the only thing a player can 
do; he can also prevent the other player from getting 
more than his security level. To be sure, the payoffs as­
sociated with the threat point partially determine the 
security level and thus the solution. But in Shapley's 
solution the difference in the threat potentials can some­
times be completely obscured, as is seen in Game 26. 

2,1 

-2, -1 

-1, -2 

1,2 

Game 26 

We can verify that in Game 26 the security level of 
each player is zero. Since the origin of coordinates in 
this case lies on the perpendicular bisector of the negoti­
ation set, the solution assigns an equal share to each 
player. Yet the row chooser's threat potential is larger 
than the column chooser's. This advantage fails to be 
reflected in the solution. 

Nash's solution of the general bargaining problem dif-
. fers from Shapley's in the way the status quo point is 

determined, namely not by the security levels of the 
players but by their choice of threat strategies. Roughly 
speaking, Nash's solution favors the player who combines 
a certain degree of prudence with a certain degree of 
brinksmanship. The exact mixture is determined by a 
strategic calculation, as we shall see. 

A threat strategy is simply one of the available pure 
or mixed strategies chosen with a view of establishing 
a status quo point. As we have said, any pair of available 
strategies determines a pair of payoffs within the payoff 
polygon. The pair of payoffs determined by the pair of 
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threat strategies can, in a way, be considered to be the 
status quo point. It represents the payoff to each player 
if each carries out his threat. Nash's solution of the gen­
eral bargaining problem amounts to finding a "proper" 
pair of threat strategies, and so the status quo point, to 
which the solution of the resulting special bargaining 
problem is then applied. 

It is therefore to each player's advantage to choose the 
threat strategy in such a way that the resulting status 
quo point will give him the greatest possible share of 
the joint payoff in the negotiated solution. 

Let us solve the Battle of the Sexes game by this 
method. 

Let Man's threat strategy be x. This means that Man 
chooses strategy 0 1 with probability x (hence strategy Fl 
with probability 1 - x), the fraction x being for the 
time being unknown. Similarly let Woman's threat strat­
egy be y, which means that she chooses O2 with prob­
ability y (hence F2 with probability 1- y). Then Man's 
expected payoff will be 

Xo = xy - ax(l - y) - c(l - x)y. (56) 

Woman's expected payoff will be 

yo = -bx(l - y) - d(l - x)y + (1 - x)(l - y). (57) 

We have taken this pair of (as yet unknown) co­
ordinates (xo, yo) as the coordinates of the status quo 
point. Now we apply Nash's solution of the special bar­
gaining problem. The solution of our game with respect 
to an arbitrary point (XQ, yo) gives Man 

x = 1/2 + 1/2(xo - Yo) (58) 

and Woman 

Y = 1/2 + 1/2(yo - Xo). (59) 

We now write down the expression for this payoff, where 
Xo is given by (56) and yo by (57). This gives Man 
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X* = 1/2 + 1/2[xy + (b - a)x(1 - y) 
+ (d - c)(1 - x)y - (1 - x)(1 - y)] (60) 

Clearly Man wishes to maximize the expression in the 
bracket, which represents his advantage, while Woman 
wishes to minimize the same expression. 

Consider now the following zero-sum game between 
Man and Woman. 

1 b-a 

d-c -1 

Game 27 

Suppose Man in this game plays the mixed strategy 
(x, 1 - x) and Woman the mixed strategy (y, 1- y). 
Then the expression in the brackets of (60) will be the 
expected payoff to Man, which Man would like to maxi­
mize and Woman would like to minimize. Therefore if 
we find these maximizing-minimizing strategies x and y, 
we shall have also found the x and y which maximize­
minimize the expression in the brackets of (60). This 
pair (x, y) will therefore be the threat strategies which 
we are seeking. 

We observe first that since the absolute value of a, b, 
c, and d are all less than 1, also la - bl < 1. But this 
means that Game 27 has a saddle point, namely (Ml, 
W 2 ), because whatever the sign of b - a, this difference 
is less than 1 and greater than -1. Then the pair of strat­
egies which constitute the solution of Game 27 are not 
mixed but pure strategies, namely Ml for Man and W2 

for Woman. These can be taken as special cases of mixed 
strategies by setting x = 1, Y = O. Substituting these 
values into (60) gives Man a payoff of 
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X* = 1/2 + (b - a)/2 (61) 

and to Woman 

y* = 1/2 + (a - b)/2. (62) 

It follows at once that this negotiated solution does 
not depend on the misplaced altruism point. This cir­
cumstance pleases those who argue that the payoffs asso­
ciated with misplaced altruism are irrelevant to the bar­
gaining positions of the plays. Note, however, that our 
argument depends on the assumption that Ib - al < 1. 
If this is not the case, Game 27 may not have a saddle 
point, in which case its solution would be in terms of 
mixed strategies x and y. Then, if the expression in the 
bracket does not vanish and if c #- d, the negotiated pay­
off to Man will depend on c and d, the payoffs associated 
with the misplaced altruism point. We shall not pursue 
the analysis of this varient. 

Raiffa's Solution 

A somewhat different approach to the negotiated game 
was proposed by H. Raiffa (1953). The nonzero-sum 
game, Raiffa argues, has two components, a competitive 
component and a cooperative component. The coopera­
tive component reflects the fact that rational players will 
negotiate in such a way as to arrive at a payoff which 
is jointly the largest. After having assured for themselves 
the maximum joint payoff, they can proceed to compete, 
i.e., each will try to get the largest possible share of this 
joint payoff. 

Now the nonzero-sum game can be turned into a zero­
sum game by replacing the pairs of payoffs in each out­
come with their differences. If we do so for Game 17, 
we arrive at the zero-sum game identical with Game 27. 

Suppose now the two players play this game first, to 
decide what the difference between their payoffs shall 
be. We have already noted that Game 27 has a saddle 
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point, namely at (M1, W2 ). Therefore its outcome is de­
termined: Man gets b - a. Judging by this outcome of 
the competitive game, Man is "entitled" to b - a more 
units of payoff than Woman. 

The salient feature of Raiffa's solution is that the 
player who gets the advantage in the outcome of the 
zero-sum game should keep the same numerical ad­
vantage in his share of the joint payoff. This principle 
seems no less reasonable than Shapley's or Nash's, but 
it differs in an important respect: the solution just pro­
posed is not invariant with respect to linear transforma­
tions of the payoffs. Specifically, in the Battle of the 
Sexes, if we decide to double all of Man's payoffs (which 
simply amounts to measuring them in units one half as 
large as before), Nash's and Shapley's methods will lead 
to exactly the same respective mixtures of (01, O2 ) and 
( F 1, F 2) as the game with the original payoffs. But 
Raiffa's method (unless it is supplemented by a normal­
ization, to be presently described) will lead, in general, 
to a different mixture if the payoffs undergo a linear 
transformation. This defect (if it is a defect) is removed 
by establishing a standard utility scale before the pro­
cedure is applied. Namely, the zero and the unit points 
of both players are fixed in a particular way instead of 
being chosen arbitrarily. as they may be in either Nash's 
or Shapley's treatment of the bargaining problem. 

The payoff scale proposed by Raiffa is the following. 
Let the worst outcome in each player's set of outcomes 
be associated with payoff 0, and the best outcome with 
payoff l. These two points of the utility scale being 
fixed, the other payoffs are thereby also determined by 
the ratios of the intervals between them. Since this pro­
cedure is a linear transformation, any two sets of payoffs 
which are linear transformations of each other will 
yield the same set of payoffs when normalized in the way 
described.17 In this way, Raiffa's solution remains in­
variant if the originally given payoffs are changed by a 
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linear transformation. But the procedure described above 
(namely, solving the competitive game and using the 
solution to split the joint payoff) cannot be applied to a 
set of payoffs on an arbitrarily chosen scale. First the 
scale must be transformed to the standard scale. Only 
then can the procedure be utilized. 

When this normalization is applied to the Battle of the 
Sexes, we see that a and b must be assigned value 0, 
while 1 remains 1. Then, prescribing interval ratios, we 
must transform c into (a - c)/(l + a), d into (b - d)/ 
(1 + b), Man's 0 into a/( 1 + a), and Woman's 0 into 
b/(l + b). 

The resulting game becomes 

b 
1, b + 1 0,0 

a-cb-d a 
1 + a' 1 + b a + l' 1 

Game 28 

The zero-sum game derived from the differences of the 
payoffs becomes 

1 
0 

b+l 

a-c b-d 1 
l+a-l+b -a+l 

Game 29 

Game 29 has a saddle point at (Mh W2 ) where the 
payoffs of both players are zero. So it appears that 
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neither player has a numerical advantage in the zero­
sum game normalized by Raiffa's scheme. The equation 
of the negotiation set line now becomes 

b(l + a) (X _ 1) 
a(l + b) . (63) 

Setting X = Y (since neither has a numerical advan­
tage) and solving for X, we obtain 

* _ ab + b(l + a) . 
X - a(l + b) + b(l + a) 

(64) 

Reconverting into our original units, we get the share 
due Man and Woman respectively: 

* _ b(l + a) . 
X - a(l + b) + b(l + a)' 

* _ a(l + b) 
y - a(l + b) + b(l + a)' 

(65) 

which is Raiffa's negotiated solution for the Battle of the 
Sexes. 

We note that the solution behaves properly in several 
respects. As in Nash's solution, the shares depend only 
on the available threats and not on the misplaced altru­
ism point. Note, however, that as in the preceding case, 
this is partially a consequence of our restrictions on the 
payoffs. For example, had we not assumed that the 
payoffs at the threat point were the worst for both play­
ers, the normalized payoffs for that outcome would not 
both have been zero, and so the solution of the zero-sum 
game would have been different. The final solution may 
then have involved the misplaced altruism point. 

Finally, we can verify by methods already described 
that Man's share increases with his threat capability and 
decreases with Woman's threat capability, as we should 
expect. 
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Braithwaite's Solution 

R. Braithwaite (1955) proposed a method of arbitra­
tion similar to Raiffa's. Again the players decide on a 
division of the joint payoff by solving the zero-sum game 
derived from the differences of their payoffs. Braith­
waite's method differs from Raiffa's in the choice of 
normalization. As for Raiffa, for Braithwaite, "equity" is 
essentially the problem of choosing appropriate units in 
which to measure each player's payoff. 

In a nonzero-sum game there is a distinction between 
a maximin strategy and a minimax strategy. The maximin 
strategy is one which assures a player the minimal guar­
anteed payoff (the security level). The minimax strategy 
is one which keeps the other player's payoff to his se­
curity level.18 It turns out that if one player shifts from 
his maximin strategy to his minimax strategy, while the 
other player sticks to his maximin strategy, the former 
player's payoff increases. Braithwaite's normalization 
scheme is a choice of payoff units which insures equal 
increases of this sort to each player. Note that the notion 
of "threat" is implicit in this procedure, because a shift 
to the minimax is essentially a method of keeping the 
opponent's payoff to its minimum. 

In our Battle of the Sexes game, Man's minimax strat-

( 1+d b) 
egy is 1 + d + b' 1 + d + b ; Woman's minimax strat-

( a 1+c ) 
egy is 1 + a + c' 1 + a + c . The calculation of the 

payoff increases associated with the shifts from maximin 
to minimax are straightforward but tedious. These 
shifts will be equalized if Man's payoffs are multiplied 
by the factor (1 + b + d), while Woman's are multiplied 
by the factor (1 + a + c). When this is done, the zero­
sum game, in which the payoffs are the differences of 
Man's and Woman's payoffs gives Man an advantage of 
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b (1 + c) - a (1 + d). This "advantage" can, of course, 
be negative if a(1 + d) > b(1 + c), which happens if 
a or d are sufficiently large compared to band c. The 
final solution (converted to the original payoff units) 
gives Man and Woman respectively 

X* = 1 + b + e + be - ad, (66) 
2+a+b+e+d 

y* = 1 + a + d + ad - be. (67) 
2+a+b+e+d 

Comparison of the Four Solutions 

It is clear that if a = b, c = d, all four solutions pre­
scribe an equal mixture between opera and prize fight. 
We can therefore compare the four solutions in terms 
of the excess over i which each awards to Man. This 
"excess" can, of course, be either positive or negative, 
depending on the relations among the parameters a, b, c, 
and d. The excess to Man in each of the four methods is 
as follows: 

Shapley: [ bd ae] 
1/2 1 + b + d - 1 + a + e 

Nash: 1/2 [b - a] 

Raiffa: [ b-a ] 
1/2 a(1 + b) + b(1 + a) 

Braithwaite: 

(68) 

(69) 

(70) 

1/2 [(b - a) + (e - d) + 2(be - ad)] (71) 
2+a+b+e+d 

The simplest form of settlement is that of Nash. Man 
( or Woman) gets his (or her) way to the extent that his 
(or her) threat potential exceeds hers (or his). 

Raiffa's settlement also depends only on the threat 
potentials, but in a more complicated way. We see also 
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that when the threat potentials are small, the excess 
given to the player with the larger threat potential is 
larger in Raiffa's settlement than in Nash's; but when 
the threat potentials are large, the opposite is true. 

Shapley's and Braithwaite's settlements both involve 
the misplaced altruism points as well as the threat po­
tentials. There is a fundamental difference between these 
two settlements, namely in the role of the misplaced 
altruism payoff. In Shapley's settlement a large (nega­
tive) misplaced altruism payoff is detrimental to the 
player who has it; in Braithwaite's settlement, on the 
contrary, it benefits the player who has it. We have al­
ready explained the role of misplaced altruism in Shap­
ley's solution: it depresses the security level and thus 
the negotiated payoff. How can we explain the opposite 
result in Braithwaite's settlement? Observe that a large 
negative payoff for misplaced altruism carries the "mes­
sage" that the associated outcome will be strongly 
avoided, which also means that concessions will be hard 
to get from the player threatened with this outcome. 
This puts the player in a favorable bargaining position. 

Thus we see that from the point of view of final settle­
ments, Shapley's and Braithwaite's solutions stand at op­
posite poles (because of the opposite roles played in 
them by the misplaced altruism payoffs). Those of Nash 
and Raiffa fall between (because misplaced altruism 
plays no part in these solutions). 

From the point of view of the underlying rationale, 
however, Shapley's and Nash's procedures belong to one 
type while Raiffa's and Braithwaite's belong to another. 
For Shapley's and Nash's schemes reduce to Nash's solu­
tion of the special bargaining problem after the status 
quo point has been determined. The two methods differ 
only in the way the status quo point is determined. On 
the other hand, both Raiffa's and Braithwaite's methods 
are based on the idea of breaking up the original game 



122 Two-Person Game Theory 

into a competitive and a cooperative phase. These two 
methods differ only in the way the utility scales of the 
two players are to be normalized.19 

It must be borne in mind that the above analysis was 
carried out only in one type of game used as an illustra­
tion, namely a Battle of the Sexes game with certain re­
strictions on the payoff parameters. To what extent the 
results are generalizable to other types of games is still 
an open question. 



9. N onne gotiable Games 

Consider the following game 

-1, -1 

2, -2 

Game 30 

1, 1 

-2,2 

Suppose we treat it as a negotiable game and solve 
it by Shapley's method. Broken up into separate games, 
Game 30 becomes 

PI P2 

CI -1 1 

I I 
-1 1 

C2 2 -2 -2 2 

Game 31 Game 32 
(Castor's) (Pollux') 
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Castor's maximin strategy is (j, i). His security level 
is O. Pollux' maximin strategy is P2 since it is the domi­
nating strategy, and his security level is 1. The payoff 
polygon is shown in Figure 7. 

Pollux' 
Payoff A)(is 

( 1 ,1 ) Nosh's 
Solution 

Castor's 
Payoff Axis 

(2,-2) 

FIG. 7. The payoff polygon of Game 30. 

The negotiation set is the line segment connecting (0, 
4/3) to (1, 1 ). The equation of this line is Y = 4/3 - X/3. 
Accordingly we maximize X (413 - X/3 - 1) and obtain 

X* = 1/2, y* = 7/6. (72) 

The solution prescribes a mixture of the outcomes (1, 1) 
and (-2,2) in proportion (5/6, 116). 

Let us now solve the game by Nash's method. Formal 
application of the method leads to C1 as Castor's best 
"threat" strategy and to P2 as Pollux' best "threat" 
strategy.20 Hence (1, 1) is the status quo point. 

We maximize 

(X - 1) (1/3 - X/3) (73) 

and obtain 
X* = y* = l. (74) 
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Which is the more reasonable solution. Shapley's or 
Nash's? Pollux gets more in Shapley's solution. Does he 
"deserve" to get more? To see whether he does, let us 
see what would happen if the two players made their 
decisions without negotiation, but with full knowledge 
of each other's payoffs. 

Note that this question is not identical to the question 
concerning the players' security levels. Security levels are 
determined in ignorance of the other's payoffs or, to put 
it in another way, by assuming the worst about the other 
player, namely that his interests are diametrically op­
posed to one's own. If, however, the payoffs of the 
other are available, decisions can be made on another 
basis. In particular, Pollux' decision in Game 30 is obvi­
ous. Since P2 dominates Ph he must choose P2• Castor, 
seeing Pollux' payoffs, will also conclude that Pollux will 
choose P2, since P2 dominates Pl. Castor's best answer 
to P2 is CI. Accordingly, in the absence of negotiation, 
the outcome (Ch P2 ) will obtain, which gives each 
player 1 unit. This is also the outcome recommended by 
Nash. 

Because of the decisive role played by the dominat­
ing strategy, it is difficult to disagree with this verdict. 
The only argument in favor of Shapley's solution is 
that Pollux deserves some bonus because his security 
level is higher than that of Castor's. But this argument is 
hard to accept if both players are fully aware of the 
game they are playing. 

Nash's solution can be defended on still another 
ground. The outcome (Ch P2 ) is a so-called equilibrium 
point. This means that neither player is willing to move 
away from this outcome, once it obtains. For if Castor 
should move away, he can move only to (C2, P2 ) which 
is worse for him than (Ch P2 ); while if Pollux is to move 
away, he can only move to (Ch PI) which is also worse 
for him. An equilibrium outcome, in other words, is one 
from which neither player is motivated to move away 
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( alone), for if one does he can only do worse or, at least, 
no better. 

It would seem, then, that the concept of equilibrium 
is a useful one in the treatment of the nonzero-sum game, 
especially since it enables us (possibly) to solve games 
without appeal to negotiation. Recall also that the solu­
tions of zero-sum games are also equilibria and that 
those games are all nonnegotiable. 

A nonzero-sum game can have more than one equilib­
rium. Consider the following game: 

Pa 

3, 1 0,0 0,0 

0,0 2,2 0,0 

0,0 0,0 1,3 

Game 33 

Here (Cl, Pd, (C2, P2 ), and (Ca, P3 ) are all equi­
libria, since neither player is motivated to move away 
from either of these outcomes. The two players, however, 
have opposite orders of preference for the equilibrium 
outcomes. Castor, evidently, likes (Cl, PI) best, while 
Pollux likes (Ca, P a) best. 

Because of the symmetry of this game, we know that 
each of the four methods of solving negotiated games 
will lead to an equal payoff to each player, i.e., to the 
outcome (C2, P2 ). It has also been argued, for example 
by T. C. Schelling (1960), that players will arrive at the 
same outcome even without negotiation. In fact, it might 
seem that the outcome (C2, P2 ) is even more likely with­
out negotiation than as a result of negotiation. For if 
we forget for the moment the cardinal principle of game 
theory, namely that players are psychologically indis­
tinguishable, we might conjecture that the "stronger" 
negotiator (say, Castor) might get his way by threaten-
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ing to stick with CI regardless of what Pollux does. 
Pollux has no recourse against this threat but to yield 
(unless he wants to punish himself as well as Castor), 
i.e., choose PI.2I Of course, Pollux can insist on Ps if he 
is the "stronger" negotiator. 

Note that if negotiation is impossible this sort of black­
mail cannot take place. It does Castor no good to play 
CI if Pollux does not know of his intent. Threats which 
cannot be transmitted are powerless. Players who cannot 
communicate must depend entirely on guesses about 
what the other is going to do. In some cases such guesses 
can be defended on rational grounds. For instance, in the 
case of Game 30, Castor's best guess is certainly that 
Pollux will choose P2. Can a reasonable guess be made 
in the case of Game 33? Schelling (1960) argues that it 
can, namely, that each player can depend on the other's 
choosing strategy 2. Schelling calls strategy 2 a promi­
nent strategy. First, it is an equilibrium; second, among 
the three equilibrium strategies in this game, it is the 
"prominent" one, singled out because of its symmetry. 
Neither of the other two equilibrium strategies (Cl, PI) 
and (Ca, Pa) can claim uniqueness, because each of 
them is a mirror image of the other. While (Cl, PI) 
favors Castor, and (Ca, Pa) favors Pollux (C2, P2) is 
unique: it favors neither player.22 

Schelling argues that wherever it is of interest to both 
players to coordinate their choices (as it obviously is in 
Game 33), they will (or should) seek a pair of strategies 
which somehow stand out, so that even in the absence 
of negotiation each can depend on the other's good 
sense to choose the strategy which offers the opportunity 
for a tacit agreement. 

Game 33 can be generalized. Suppose Castor and 
Pollux are to name independently some fraction of a 
dollar. If the sum of the fractions which they name does 
not exceed a dollar, each will get the fraction he names. 
If, however, the sum does exceed a dollar, neither will 
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get anything. In this game, any pair of fractions (x, y) 
such that x + y = 1 is an equilibrium. For each player 
hurts himself by claiming either less or more. If, for 
example, the first player chooses x' < x, while the second 
chooses y, the first player will get x' < x. If he chooses 
x" > x, while the other chooses y, he will get nothing. 
Of all these equilibria, however, one is "prominent," 
namely (i, i). It seems reasonable, therefore, that in 
the absence of negotiation, each player should choose l 
If the game is negotiated, each of the four methods de­
scribed in the previous chapter will also prescribe i to 
each player. 

J. Nash has shown (1951) that every nonzero-sum 
game has at least one equilibrium point. Coupled with 
the notion of prominence, the notion of equilibrium 
therefore seems to extend the theory of nonzero-sum 
games to the nonnegotiable case. Namely, if a game has 
only one equilibrium, then the corresponding pair of 
strategies can be prescribed in virtue of the properties 
of the equilibrium. If there are several eqUilibria and 
one happens to be "prominent," then the pair of strategies 
corresponding to the prominent equilibrium might be a 
reasonable solution of the nonnegotiable game. 

While this extension of the theory can be defended 
in many cases, there are situations in which it leads to 
paradoxes, as we shall now show. 

Consider the following game.23 

Cl 5, 5 -10, 10 

Dl 10, -10 -5, -5 

Game 34, Prisoner's Dilemma 

[We have changed our notation of the strategies, for 
reasons which will become clear. Here the players are 
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labeled 1 and 2, and each has a choice of a C strategy 
or a D strategy.] 

If the game is negotiable, each of the methods de­
scribed in the previous chapter leads to the same solu­
tion: the outcome (C l. C2 ). 

Suppose, however, the game is nonnegotiable or, which 
is the same thing, suppose the agreement is not binding. 
Then the situation looks very different. For in the ab­
sence of agreement it is obviously in the interest of each 
player to choose the D strategy. If an unenforceable 
agreement has been made to choose the C strategy, it 
is in the interest of each player to break the agreement. 
Moreover, it is in the interest of each player to break 
the agreement regardless of whether the other keeps it 
or not. If the other keeps it (chooses C) the defector can 
get the biggest payoff by choosing D. If one player 
breaks the agreement (chooses D) then there is all the 
more reason for the other to do so, since otherwise he is 
left holding the bag. Not only is a constant temptation 
to break the agreement pressing on each player, but 
also the knowledge that the other player is tempted 
makes the defection practically compelling. 

Formally speaking, strategy D dominates strategy C 
for both players (see p. 54). In order to make the 
agreement to choose C stick, some incentives must be 
provided. In real life the most common incentives for 
keeping agreements are the sanctions which are imposed 
when agreements are broken. These may be in the form 
of legally imposed penalties or loss of credit, prestige, or 
honor. At any rate, if breaking the agreement is viewed 
as a move in a game, then payoffs must be assigned to 
outcomes associated with this move. Sanctions are pay­
offs with negative utility. If these negative utilities are 
added to the original payoffs the resulting payoffs are 
different, and one is playing a different game. 

For this reason it has been argued by some game the­
oreticians, particularly Nash, that game theory should 
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be developed primarily in the context of the nonnegoti­
ated game where questions related to agreements need 
not be raised. If negotiations are provided for, they 
should simply be treated as moves in another game 
composed of the original one plus the negotiations. One 
could, of course, introduce a "higher order negotiation" 
dealing with the new game. But this process has no end. 
It is an open question whether one should stop with a 
negotiated game where agreements are absolutely bind­
ing or with a nonnegotiated game which results when the 
negotiations are reduced to sequences of moves. 

At any rate, it is certainly in order to analyze a non­
negotiable game, because in real life negotiations are 
often impossible or fruitless, and also because frequently 
agreements cannot be enforced. 

If no binding agreement can be effected, the mutually 
advantageous choice (C,C) is impossible to rationalize 
by appeal to self-interest. By definition, a "rational 
player" looks out for his own interest only. On the one 
hand, this means that the rational player is not mali­
cious-that is, he will not be motivated to make choices 
simply to make the other lose (if he himself gains noth­
ing in the process). On the other hand, solidarity is 
utterly foreign to him. He does not have any concept of 
collective interest. In comparing two courses of action, 
he compares only the payoffs, or the expected payoffs, 
accruing to him personally. For this reason, the rational 
player in the absence of negotiation or binding agree­
ments cannot be induced to play C in the game we are 
discussing. Whatever the other does, it is to his ad­
vantage to play D. It is clear, however, that if both rea­
son this way (and both do, if they are "rational" in the 
sense of game theory) both are worse off than if they 
were guided by their joint interest to play C. Note also 
that the outcome (DI, D2 ) is the only equilibrium in 
this game.24 

We have then a genuine bifurcation of the notion of 
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rationality into that of individual rationality and that of 
collective rationality, each of which prescribes a differ­
ent strategy to both players. 

One might think that the situation is different if the 
game is played not once, but many times in succession, 
the result of each play being announced to both players. 
For in that case a player might hesitate to play D for 
fear of retaliation by his opponent on successive plays. 
On the other hand it seems sensible to play C as a way 
of communicating to the opposing player that one is 
ready to cooperate if he will. If he goes along, then a 
tacit agreement might be reached to continue to co­
operate (i.e., choose C). No external sanctions need to 
be applied for breaking this tacit agreement. Each 
player is prevented from defecting to D by the knowl­
edge that the other, in order to save himself from the 
worst outcome associated with unilateral cooperation, 
will be forced to retaliate by also playing D on succes­
sive plays. But the choice (D,D) is punishing to both. 
It therefore seems sensible to stick to (C,C) at least 
until the very last play of the game, after which no more 
retaliation is possible. 

This last qualincation, exempting the last play from 
the tacit agreement, proves to be the undoing of the 
entire argument. For, suppose the game is to be played 
some known number of times, say one hundred times in 
succession. Whatever is the prudent policy to follow 
during the nrst ninety-nine plays, it seems that on the 
one hundredth play it is of advantage to play D. This is 
so regardless of whether the other cooperates to the 
very end or whether he also decides to take advantage 
of the impunity conferred by the fact that the one hun­
dredth play is the last. Both players, therefore, know that 
on the last play the outcome will be (D,D), and that 
they cannot prevent it during the course of the other 
plays. On the other hand, the last outcome cannot in­
fluence what happens earlier. Therefore the last outcome 
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must simply be written off: it will be unconditionally 
(D,D). But if the one hundredth outcome is known and 
if nothing can be done about it, then the ninety-ninth 
outcome becomes effectively the last, and the same rea­
soning applies to it. Therefore the ninety-ninth outcome 
must also be unconditionally (D,D). In this way the 
entire system of tacit collusion which appeared to make 
strategic sense collapses like a row of dominoes, and we 
arrive at the bizarre conclusion that two players, pur­
suing their individual interests, ought to play D all the 
one hundred times in succession, even though this gives 
each of them a loss of five hundred units, whereas had 
they played C one hundred times in succession, they 
would each have won five hundred units. 

We feel that even though the choice of D in a single 
play of the game may seem justified (in the absence of 
a possibility to agree on C), the choice of D one hundred 
times in succession is much more difficult to defend 
when an opportunity exists to establish a tacit agreement, 
enforceable at least by "deterrence." Why this is so can 
be seen more clearly in a formal analysis of a game 
matrix. 

For simplicity we shall suppose that the game is 
played just twice. But now we shall view this succession 
of two plays as a single play of a game with two moves. 
Each move will be a simultaneous choice between C and 
D by the two players. The result of the first move will be 
known to both before the second move is made. 

We can now list all the strategies available to each of 
the players in this two-move game. Recall that the choice 
of a strategy by each player completely determines the 
course of the game. The eight strategies open to each 
of the players are the following: 

1. On the first move choose C; on the second move 
choose C regardless of what the other chose on the first 
move. 
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2. On the first move choose C; on the second move 
choose what the other chose on the first move. 

3. On the first move choose C; on the second choose 
the opposite of what the other chose on the first move. 

4. On the first move choose C; on the second choose 
D regardless of what the other chose on the first move. 

5. On the first move choose D; on the second choose 
C regardless of what the other chose on the first move. 

6. On the first move choose D; on the second choose 
what the other chose on the first move. 

7. On the first move choose D; on the second choose 
the opposite of what the other chose on the first move. 

8. On the first move choose D; on the second choose 
D regardless of what the other chose on the first move. 

We are now in a position to display the game in 
matrix form. The outcomes resulting from each of the 
paired strategy choices are shown in Game 35. 

Let us now compare Game 35 with Game 34. We see 
that in Game 34, D is a dominating strategy for each 
player. However, the larger Game 35 has no strategy 
which dominates all the others. In particular the uncon­
ditionally uncooperative strategy 8, while it is the best 
answer to the other's choice of strategy 8, is not best 
against all the other's choices. For example, strategy 8 
is not the best answer against the other's strategy 2. 
Against this strategy, strategies 3 or 4 are best. 

If, therefore, there were some way in which player 1 
could convince player 2 that he would in fact play strat­
egy 2, then player 2 would be serving his own interest by 
choosing strategy 4, not strategy 8. As a result player 1 
would get -5 and player 2 would get 15. Player 2 would 
get the best of it, but both would be better off than they 
would have been with strategy 8, which gives each 
player -10. 

The question is whether there is a way for player 1 to 
let player 2 know (and to convince him) that he will 
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play strategy 2.25 Let us see whether player 2 can de­
duce player 1's intentions. 

If he could be sure of one of two things, player 2 might 
well ascribe to player 1 an intention to play strategy 2: 
either (1) player 1 will choose strategy 2 "on common­
sense grounds" (i.e., without completing the strategic 
analysis); or (2) player 1, having completed the strategic 
analysis will act "ethically" rather than strategically. 

The "commonsense grounds" for choosing strategy 2 
might be somewhat of this sort: if we cooperate (choose 
strategy 1) we will both be better off than if we do not 
(say choose strategy 8). I do not know whether he will 
cooperate, but I shall see. If he cooperates on the first 
move, then he probably has the same idea that I have. 
If he does not, I was wrong about him and so I shall 
resort to D. 

This "commonsense" plan fails to take into account the 
other's "best reply" to strategy 2. The "best reply" is 
strategy 4, i.e., feinting cooperation on the first move 
in order to induce the other's cooperation in the second 
(which strategy 2 promises) so as to take advantage of 
th~s cooperation by defecting on the second move. 

Acting "ethically" rather than strategically means ig­
noring the possibility of the other's taking advantage of 
one's good intentions; it means carrying out these inten­
tions anyway. In other words, even if player 1 knows 
that player 2's best answer to strategy 2 is strategy 4, he 
may nevertheless stick with strategy 2 on the grounds 
that the resulting payoff of -5 is still better than -10, 
which each will get if each follows the logic of strategy 
to the bitter end and acts on it. This logic is epitomized 
in the following considerations. "If he could trust me 
(not to budge from my intention to make my coopera­
tive response as the second move contingent on his co­
operation on the first), it would be to his best interest to 
play cooperatively on the first move. But he knows that 
it is to my advantage to double-cross him on the second 
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move. Therefore, he must assume that I shall do so, and 
so he must decide to double-cross me on the first move. 
But he knows that I have already deduced this decision 
of his and so have decided not to play cooperatively 
even on the first move. Therefore he will not either." 

The only way to get out of this vicious circle is to 
apply some ironclad guarantee that this line of reasoning 
("he may, therefore I ought, therefore he will, therefore 
I must choose the defecting strategy") will be nipped 
in the bud. But if the possibility of guarantees are con­
sidered, one might as well admit a guaranteed agree­
ment between the players, and so we are back in the con­
text of a negotiated gamel 

In view of the situation just described, can we speak 
of a general game-theoretical solution of nonnegotiated 
games? As we have seen, the game theorist is not partic­
ularly concerned with whether the outcomes which he 
calls "solutions" are intuitively acceptable, however one 
chooses to define rationality. Indeed, it turns out that no 
single definition of rationality suffices. If one admits sev­
eral definitions, it is not surprising that a game-theoreti­
cal solution satisfies some criteria of rationality and not 
others. The mathematician or the game theorist is con­
cerned rather with whether certain outcomes of a game 
can be singled out as somehow special. In the case of the 
two-person zero-sum game, as we have seen, such special 
outcomes (when each player plays a minimax strategy) 
satisfy intuitively acceptable criteria of a solution. Nei­
ther player can individually improve his payoff if both 
choose a minimax strategy. Since, moreover, the players 
of a zero-sum game cannot jointly improve their pay­
offs, the minimax appears as a natural solution of the 
two-person zero-sum game. 

In the case of the nonzero-sum game, it is not clear 
how in the absence of an enforceable agreement or, at 
least, of negotiation, the two players can improve their 
payoffs jOintly. On the other hand, there are always some 
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outcomes of these games which result because neither 
player can improve his own payoff if the other sticks to 
the strategy leading to the outcome. It seems natural, 
therefore, to view these outcomes as solutions of non­
zero-sum nonnegotiable games. These are the equilibria, 
denned above. 

The role of the equilibrium in the theory of the non­
negotiable game is controversial. It is tempting to view 
the equilibrium as the natural extension of the minimax 
solution of the zero-sum game because of its analogous 
properties. However there are serious difficulties for ac­
cepting one of the equilibria of a nonnegotiable game as 
"the" solution. We have already examined some of these 
difficulties in the context of Prisoner's Dilemma. Namely, 
in a "supergame" consisting of a hundred (or a million) 
plays of Prisoner's Dilemma, in which the outcome of 
each play is announced, the equilibrium strategy, of both 
players is the totally uncooperative strategy, i.e., the 
choice of D all one hundred (or million) times. This 
result appears absurd, no matter how impeccable the 
logiC which leads to it. But this discrepancy between 
strategic logiC and common sense does not exhaust the 
difficulties with the equilibrium solution. 

Consider the following game 

1, 1 -2,2 

2, -2 -5, -5 

Game 36, Chicken 

This game resembles Prisoner's Dilemma (Game 34) 
in that both players are tempted to defect from the co­
operative outcome (Cb C2 ) and both are punished in 
the outcome (Db D2 ) if both defect. Chicken differs, 
however, from Prisoner's Dilemma in that the D strate-



138 Two-Person Game Theory 

gies do not dominate the C strategies. The D strategy is 
each player's best answer to the other's C strategy, but 
the C strategy is the best answer to the D strategy. 

Next we note that unlike Prisoner's Dilemma, which 
has a simple equilibrium at (Db D2), Chicken has at 
least two equilibria, namely at (Cb D2) and at (C2, Dl)' 
Of these, player 1 prefers (C2, D 1 ), while player 2 
prefers (Cb D2)' In the absence of negotiation each 
must choose his strategy independently of the other. 
Suppose each player chooses the strategy which contains 
his own preferred equilibrium. The resulting outcome is 
(Db D2) which is the worst for both. Suppose, on the 
other hand, each chooses the strategy which contains the 
other's preferred equilibrium. The resulting outcome is 
(CI, C2) which is intuitively satisfactory, but is not an 
equilibrium. 

How shall rational players choose? Let us see whether 
there may be other equilibria. Suppose player 1 plays 
the mixture (x, 1 - x) and player 2 plays (y, 1 - y). 
Then the respective expected payoffs will be 

G1 = xy - 2x(1 - y) + 2(1 - x)y - 5(1 - x)(1 - y) 
= x(3 - 4y) + 7y - 5; (75) 

G2 = xy + 2x(1 - y) - 2(1 - x)y - 5(1 - x)(1 - y) 
= y(3 - 4x) + 7x - 5. (76) 

Now if y < 1, then the coefficient of x in (75) is positive 
and player 1 can get more by increasing x. He gets 
most by setting x = 1, i.e., playing the pure C1 strategy. 
Player 2' s best answer to C1 is D2, and we arrive at (Cb 
D2 ), an equilibrium point. Similarly if y > 1, the coeffi­
cient of x in (75) is negative and player 1 can get more 
by decreasing x. He gets most by setting x = 0, i.e., 
playing the pure Dl strategy. Player 2's best answer to 
Dl is C2, and so we arrive at the other equilibrium point. 
Examining (76), we find that player 2 faces the same 
situation depending whether x < 1 or x > !. 

Suppose, however, x = y = 1. Then the coefficient of 
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x in (75) vanishes, and so does the coefficient of y in 
(76). Now neither player can affect his own expected pay­
off by choosing a mixed strategy because his payoff be­
comes independent of the mixed strategy which he con­
trols, i.e., x in the case of player 1 and y in the case of 
player 2. Therefore the strategy mixture (!, !) chosen 
by both players represents an equilibrium of sorts. It 
gives each player 1, which is above his security level 
(which is - 2 in this game) but not as much as 1, which 
is what each gets at (Cl, C2 ). 

The advocates of the equilibrium solution would argue 
that i is the most the players can hope to get in the ab­
sence of negotiation, because the outcome (Cl , C2 ) is 
"inaccessible" if the two cannot coordinate their strat­
egies (Harsanyi, 1962). But whether it is "inaccessible" 
or not depends on how one defines rational choice. 

Suppose, for example, we identify rationality with 
prudence. The prudent strategy is the one which guaran­
tees one's security level. In Game 35, player 1's prudent 
strategy is C l (because it contains his security level - 2), 
and player 2's prudent strategy is C2 • The outcome is 
(Cl, C2 ) which gives each player +1 instead of +1, 
which each receives at equilibrium. Against this one can 
argue that (!, i) is a better answer to Cl than is C2, for 
the mixture gives player 2 expected payoff of 5/4 instead 
of 1. But if one makes this argument, why not go all the 
way and argue that D2 is a still better answer to Cl, be­
cause it gives player 2 a payoff of 2? The reply is that 
one cannot expect his opponent to play the pure C l 

strategy if he is "rational." And this again raises the 
question of what "rational" is. 

J. C. Harsanyi (1962) argues that the concept of ra­
tionality should include the "mutual perception of each 
other's rationality." But whether one perceives the other 
as "rational" depends on how one defines rationality. 
Therefore Harsanyi's criterion is circular. So are other 
criteria. Take prudence. If I call prudence rational, and 
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expect the other to be rational, I expect him to be pru­
dent. Therefore I can expect him to play C. Can I on 
the basis of this assumption rationalize an attempt to 
get more by playing D? Not without abandoning either 
my definition of rationality or my claim to rationality I 

Similarly the equilibrium strategy (t, !) depends on 
the assumption that the other is like me. So the only rea­
son for him to choose the mixture is the assumption that 
I shall play it and moreover shall expect him to play it. 
The mixture is the only "prominent" one among the three 
equilibria. But its prominence is due only to its mathe­
matical symmetry, not to any advantage it confers on the 
players. 

If one chooses "symmetry" as a basis for coordinating 
strategies without demanding that the solution be an 
equilibrium, then the choice in Game 35 is clearly among 
the following three pairs: (Cl, C2), the pair of mixtures 
(t, !), and (Dl, D2). Of these three (Cl, C2) benefits 
both players most, and I, for one, fail to see any good 
reason for refusing to name it as the "rational" solution of 
the nonnegotiated game. 

To see the situation from still another point of view 
let us see what a player can expect from the symmetrical 
equilibrium mixture (t, !). Setting x = t, player 1 ex­
amines his expected gain 

G1 = 3/4(3 - 4y) + 7y - 5 

11 
= -4+ 4y. 

(77) 

We see that player 1 with his equilibrium mixture is 
entirely at the mercy of player 2. By setting y = 0, 

11 
player 2 can make player 1 get - 4' which is below 

player 1's security level, while player 2's payoff remains at 
1- "But why should player 2 do this?" counters the pro­
ponent of the equilibrium solution. When player 1 
plays the equilibrium mixture, player 2 cannot affect his 
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own payoff at all and so has no incentive to depress 
player 1's payoff. But there is such an incentive if player 
2 anticipates player 1's response to setting y = O. Player 
1's best response is to set x = 1, which gives player 2 his 
biggest payoff (2). 

To this the advocate of the equilibrium replies: 
"Oh, but player 1 can also do what player 2 is contem­

plating. Since both players are rational, each must re­
frain from making any 'asymmetrical assumption' which 
promises him an advantage." So goes the argument in­
volving the "mutual perception of rationality." But once 
one invokes such an argument, why not invoke it to ra­
tionalize (Cl, C2 ) which gives both players more than 
the equilibrium and which can be, moreover, supported 
by extending the security level principle to this game? 

Also if "mutual perception of rationality" is a valid 
criterion of rationality, can it not be extended even to 
Prisoner's Dilemma? The argument for choosing C in 
that game might go something like this (player 1 speak­
ing). 

"The best outcome for both of us is (C, C). However, 
if player 2 assumes that I shall choose C, he may well 
play D to win the largest payoff. To protect myself I will 
also play D. But this makes for a loss for both of us. Two 
rational players certainly deserve the outcome (C, C). I 
am rational and by the fundamental postulate of game 
theory, I must assume that player 2 is also rational. If I 
have come to the conclusion that C is the rational choice, 
he too must have come to the same conclusion. Now 
knowing that he will play C, what shall I play? Shall I 
not play D to get the greatest payoff? But if I have come 
to this conclusion, he has also probably done so. Again 
we end up with (D, D). To insure that he does not 
come to the conclusion that he should play D, I better 
avoid it also. For if I avoid it and am rational, he too 
will avoid it if he is rational. On the other hand, if ra­
tionality prescribes D, then it must also prescribe D 
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for him. At any rate because of the symmetry of the 
game, rationality must prescribe the same choice to both. 
But if both choose the same, then (C, C) and (D, D) 
are the only possible outcomes. Of these (C, C) is 
clearly the better. Therefore I should choose C." 

It is perhaps remarkable that while some game the­
oreticians might accept the conclusion that C is the ra­
tional choice in the game of Chicken, they usually do 
not accept the conclusion that C is the rational choice 
in Prisoner's Dilemma. Perhaps the reason is that in 
Chicken the choice of C is also the choice of one's own 
maximin strategy while in Prisoner's Dilemma the choice 
of C is not the choice of one's maximin strategy. In other 
words the idea of the maximin dominates the concept of 
rationality in some game theorists' analysis of nonzero­
sum games as well as of zero-sum games.26 

The foregoing examples lead us to the following con­
clusion. Either the concept of rationality is not well de­
fined in the context of the nonnegotiable nonzero-sum 
game; or if the definition of rationality in the context of 
the zero-sum game is applied to the "solution" of some 
nonzero-sum games, the results are paradoxical. At any 
rate neither the maximin nor the equilibrium is a satis­
factory concept as a basis for the solution of all nonzero­
sum games. We have seen that in Prisoner's Dilemma, 
the choice of maximin leads to an equilibrium outcome 
which is bad for both players, while in Chicken, if each 
player chooses the strategy which contains his maximin, 
the outcome is satisfactory but is not an equilibrium. 

These paradoxes do not hurt game theory if it is 
viewed as a purely formal theory. On the contrary, the 
conclusion that "rationality" becomes an ambivalent con­
cept in certain contexts is a valuable discovery, having 
a bearing on the logic inherent in these situations. It is 
only the prescriptive aspect of game theory which is 
crippled by the paradoxes. A theory is not in a position to 
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prescribe a rational decision if the meaning of rationality 
is not clear. 

We suspect that these ambiguities stem from the pe­
culiar forms of regress which characterize reasoning 
about someone else's reasoning, which, in tum, is based 
on assumptions about one's own reasoning, a point re­
peatedly stressed by Schelling (1960). In some types of 
games this process comes to an end in a finite number of 
steps, for example, in zero-sum games with a saddle 
point. In other types of games, even though the reason­
ing involves infinite regress, an extension of the strategy 
concept to include mixed strategies also leads to a satis­
factory equilibrium. However there are still other games 
where this process leads to a paradox: if each player as­
sumes that the other is individually rational, both can 
rationalize a strategy which is not collectively rational. 

We suspect that the more fundamental source of the 
difficulties is an incompatibility between the fundamen­
tal assumption of game theory and the nature of "reflex­
ive reasoning." The fundamental assumption of game 
theory is that everything there is to know about a situa­
tion is known at the start by "rational players," and 
"stays put" as they reason about the situation. Reflexive 
reasoning, on the other hand, "folds in on itself," as it 
were, and so is not a finite process. In particular when 
one makes an assumption in the process of reasoning 
about strategies, one "plugs in" this very assumption into 
the "data." In this way the possibilities may never be 
exhausted in a sequential examination. Under these cir­
cumstances it is not surprising that the purely deductive 
mode of reasoning becomes inadequate when the rea­
soners themselves are the objects of reasoning. 

In the follOwing chapter we shall admit the inductive 
mode of reasoning as an analytical tool of game theory. 
Whether the resulting investigations ought or ought not 
to be called game theory is, of course, a matter of ter-
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minological consensus. Some game theorists will prob­
ably feel that "inductive game theory" is properly not 
game theory, any more than experimental mathematics 
deserves the name of mathematics. The crucial factor to 
be introduced is that of an environment (including the 
other player) which is not given at the outset but which 
is to be found out in the process of playing the game, 
whereby one reacts to what one learns and by these 
reactions modifies the environment. 

Admittedly this approach is more similar to that under­
taken by mathematical psychologists in developing sto­
chastic learning theories than to game theory. In fact, 
several investigators have already combined game theory 
with learning interactive concepts, including some of 
the game theorists themselves.27 In my opinion this mix­
ture leads to the most promising paths of development 
both for game theory and for behavioral science and 
therefore opens the way for developing a descriptive 
branch of game theory as an applied science. 



10. An Inductive Theory of Games: 
Dynamic Models 

It is commonplace to view the theory of games as the 
logical foundation of a theory of rational conflict. This 
view is justified in the context of games of pure strategy, 
of which Chess is a classical example. Indeed, the fasci­
nation which Chess has for the intellectual resides in the 
opportunity offered by this game for engaging in con­
flict conducted entirely on the symbolic level, where 
reason completely replaces physical prowess. Chess is a 
conflict which calls for complete ruthlessness and yet can 
be devoid of rage or hatred, emotions often felt by ma­
ture minds to be degrading to human beings. 

From the game-theoretical point of view, Chess be­
longs to the class of games of pure strategy, not only in 
the sense that the degree of mastery of calculations and 
rational deduction completely determines the degree of 
skill in playing the game, but also in the technical sense 
of pure strategy. That is to say, Chess is a game with a 
saddle point, and this implies the existence of an optimal 
pure strategy available to each player. The definition of 
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rational play in terms of the prescribed optimal strategy 
is the clearest and intuitively the most acceptable defini­
tion of strategic rationality. 

We have seen how, in the case of games without sad­
dle points, this straightforward definition of strategic 
rationality no longer suffices. It must be supplemented 
by the notion of maximizing expected gain or else by a 
supposition that a consistent rank order of preference 
can be assigned to all possible choices among risky out­
comes (see p. 70). 

In the context of nonzero-sum games, the definition of 
rationality must be further generalized. For example, if 
game theory is to prescribe a choice of strategy to each 
player in a nonnegotiable nonzero-sum game, the only 
strategically rationalizable optimal strategies are often 
not optimal in the sense of maximizing the payoffs of 
the players under the constraints of the game. Thus the 
definition of rationality bifurcates into individual ra­
tionality and collective rationality, and so unambivalent 
intuitively acceptable normative solutions are no longer 
available. 

Once "rationality" acquires more than one meaning, 
we must specify context. In this chapter we shall define 
an inductive rationality, as contrasted with deductive 
rationality on which the entire formal theory of games 
has been based. 

Classical logiC distinguishes between deductive and 
inductive reasoning as follows: the former proceeds 
from general principles to particular instances, while the 
latter proceeds in the opposite direction. As is well 
known, mathematics admits only deductive reasoning, 
but natural science is impossible without some resort to 
induction. However, in the so-called exact natural sci­
ences, persistent efforts are made to reduce the inductive 
steps to a minimum by replaCing them with chains of 
deduction. The idealized goal of mathematical physiCS, 
for example, is to derive as many experimental facts as 
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possible from as few general principles as possible. In 
physics, the role of mathematics is not confined to the 
quantitative description of data. Mathematics serves to 
forge theoretical physics into a compact deductive sys­
tem. 

However, as has been said, there is no natural science 
without an inductive component. Deductions are made 
from assumptions to conclusions. But the assumptions 
themselves must also be corroborated if the conclusions 
are to be accepted. The assumptions are assumed to be 
true either as generalizations of experience or on the 
basis of observations which corroborate but do not prove 
the conclusions. At any rate, generalizations based on 
observations must enter the process at some point, and 
so inductive logic must be invoked. 

As long as game theory is developed as a purely de­
ductive system of thought (like any branch of pure 
mathematics), it need not involve an inductive compo­
nent. All the statements of game theory can be in the 
form "If so . . . then so" where the "if" part may remain 
forever hypothetical. However, as soon as game theory 
purports to be a prescriptive theory (purports to derive 
optimal course of action), the inductive component can 
no longer be dispensed with in application. For a given 
course of action is prescribed as optimal only on the 
basis of a given situation. The course of action recom­
mended can be confidently undertaken if the situation 
assumed actually obtains. This can be established only 
by evidence of some sort, involving observations. 

If induction is permitted as a component of game 
theory, the theory can be extended to situations where 
the game matrix is not known to the players. The players 
can nevertheless discover optimal strategies by trial and 
error, provided, of course, the results of their choices are 
made known to them, and they are given the oppor­
tunity to playa game many times. 

Consider the following zero-sum game 
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A2 B2 

a b 

c d 

Game 37 

where a > d > b > c. It is easily verified that this game 
has no saddle point (see p. 79). Therefore each player 
has an optimal mixed strategy: 

d-c . 
x = a + d _ (b + c) (the relatIve frequency of AI); (78) 

d-b . 
y = a + d _ (b + c) (the relatIve frequency of A2). (79) 

If the players do not know the payoffs, they can only 
try to guess what such an optimal strategy might be. 
One way to guess it would be as follows. Let each try 
some arbitrary mixed strategy; say, player 1 tries x and 
player 2 tries y. When they use this pair of mixed strat­
egies for some time, an average return will accrue to 
each, namely 

GI = axy + bx(l - y) + c(l - x)y + d(l - x)(l - y) 

(80) 
to player 1, and 

(81) 
to player 2. 

Let now player 1 switch to some other mixed strategy, 
x' such that x' > x (i.e., Al is used with greater fre­
quency ). The average payoff to player 1 resulting from 
x' may be either greater or less than the average payoff 
resulting from x. If it is greater, then player 1 knows that 
he is "on the right track." Consequently he will next 
choose x", which increases the frequency of Al still more. 
If, on the other hand, the switch from x to x' brought in 
a smaller average payoff, then player 1 will conclude 
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that he went "in the wrong direction" and consequently 
will choose an x" which decreases the frequency of Al 
relative to x. Player 2 will be going through a similar 
trial and error search. Moreover, we may suppose that if 
a change in x brought in a large positive change in player 
1's expected gain, the subsequent changes in x in the 
same direction will be large, and vice versa, and similarly 
for player 2. It is as if both players were driven toward 
their optimal strategies with a force which is stronger 
the greater the rate of change of expected payoff with 
respect to the rate of change of the frequency with 
which one or the other strategy is chosen. 

This process can be described by a pair of differential 
equations,28 namely 

dx/dt = ki aGI (82) 
ax' 

dy/dt = k2 aG2 (83) ay 
where ki and k2 are constants of proportionality. For 
simplicity, we shall take these constants to be unity. 
Then, taking the partial derivatives of GI and G2 with 
respect of x and y respectively, we obtain the following 
pair of differential equations: 

dx/dt = y(a + d - b - c) + b - d, (84) 

dy/dt = -x(a + d - b - c) + d - c. (85) 

Note that if we set dx/dt = 0 and solve for x and y, we 
get precisely the optimal mixed strategies X O and yO as 
the solution (see p. 81). However, this does not mean 
that the players using the trial and error method just 
described will necessarily "zero in" on the pair of equilib­
rium strategies. To see this, let us solve the pair of dif­
ferential equations (84) and (85) to obtain x and y as 
functions of time. For simplicity of notation, denote 
(a + d - b - c) byK. 

The solution of the differential equations (84) (85) is 
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x = A sin (Kt) + B cos (Kt) + x*, 

y = A cos (Kt) + B sin (Kt) + y* 

(86) 

(87) 

where X O and yO are the equilibrium strategies given by 
(78) (79) while A and B depend on the strategies ini­
tially chosen. In the phase space29 (x, y), the point 
which represents the (variable) pair of mixed strategies 
will be moving around a circle with (XO, yO) as its cen­
ter. The magnitude of the radius will depend on the pair 
of strategies chosen initially. However, regardless of 
how large this circle will be, the average payoff ac­
cruing to the players will be G1 and G2, just as if they 
had chosen the equilibrium pair (XO, yO) to begin with.sO 

We see, therefore, that the players can, in principle, 
arrive at the "solution" of a mixed strategy game even if 
they do not know the game matrix to begin with but are 
only informed about "how they are doing" while they 
choose various mixed strategies by trial and error. In this 
case, then, an inductive approach leads us to the same 
result as a deductive one. 

Let us now turn to a nonzero-sum game and see 
where a similar procedure leads us. Consider the follow­
ing nonzero-sum game 

R,R S, T 

T, S P,P 

Game 38 

where T > R > P > S. 
Suppose we treat this game by the same method as the 

zero-sum game above (Game 37). Let C1 and C2 stand 
for mixed strategies in which the strategies so designated 
are chosen with frequencies C1 and C2 (0 ~ C1 ~ 1; 
o ~ C2 ~ 1). Then DI =1 - C1 (i =1,2) and 
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G1 = 0102R + 0 1(1 - O2)8 + (1 - 01)02T 
+ (1 - 0 1)(1 - 02)P, (88) 

Taking the partial derivative with respect to C}, we have 

(89) 

But according to our assumption T > Rand P > S. 
aGl 

Therefore aCI is always negative. Similarly it is easily 

aG2 
seen that aC

2 
is always negative. Consequently, using 

trial and error method, the two players will use C1 and 
C2 less and less frequently until they use Dl and D2 
exclusively. 

But this is the equilibrium point of the game (con­
sidered nonnegotiable). Hence once more the inductive 
method leads to the same result as the deductive. We 
have obtained nothing new, and it seems so far that 
inductive reasoning simply corroborates the conclusions 
deduced from the knowledge of the game matrix. In a 
way this is gratifying, but in a way it is not. For recall 
that the conclusion regarding optimal strategies deduced 
from games like Game 38 was not satisfactory intui­
tively.31 It led to a recommendation of a pair of strate­
gies which was bad for both players. Is there a way of 
approaching the problem inductively that would lead to 
a different conclusion? Let us investigate further. 

Consider two automata playing the follOwing special 
case of Game 38: 

R,R -T,T 

T,-T -R,-R 

Game 39 

where R > 0, T > o. 
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Being very simple automata, they have no a prIOrI 
knowledge nor any deductive ability. They simply react 
to what happens, and this in the simplest possible man­
ner. Namely, if following a play of the game the payoff is 
positive, an automaton of this sort plays the same strat­
egy on the next play. Otherwise he switches to the other 
strategy. Suppose also that at the initial play the strate­
gies are chosen at random. 

Then, if the initial choice happens to be (C1C2 ), it 
will remain so. If the initial choice happens to be 
(D1D2 ), both "players" will switch strategies because of 
the resulting negative payoffs. Consequently, the next 
outcome will be (C1 C2 ) and will remain so thereafter. 

Finally, if the initial choice is (C1D2 ), the first 
"player" will switch (because he has got a negative pay­
off) while the second player will repeat the same strategy 
(because he got a positive payoff). The next outcome, 
therefore, will be (D1D2 ). But this outcome will be fol­
lowed by (C1C2 ), as we have seen, which will thereafter 
persist. The sequence follOWing (C2D1 ) is analogous. 

Thus we see that two automata which react only to 
whether payoffs are positive or negative will achieve 
"cooperation" in this game very easily. These automata, 
be it noted, are guided in their choices not by a simple 
propensity for the one or the other choice, but by a 
conditional propensity. For whether such an automaton 
will repeat, say, a C choice depends on what the other 
automaton did. If the other also played C, the first auto­
maton will repeat it; but if the other played D, then the 
first automaton will not repeat the C choice. Similarly a 
D choice will be repeated, if and only if, the other chose 
C on that play. 

We generalize the notion of conditional propensities 
by introducing the four variables, x, y, z, and w, defined 
as follows: 

Xl is player l's propensity for choosing C 
after a (Cl C2) outcome; 
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YI is player l's propensity for choosing C 
after a (CI D2) outcome; 

Zl is player l's propensity for choosing C 
after a(DI C2) outcome; 

WI is player l's propensity for choosing C 
after a (D1D2) outcome. 

Four other variables, X2, Y2, Z2, and W2, are defined anal­
ogously. 

We now introduce an inductive model of this game. 
We assume that the players adjust not their uncondi­
tional propensities for the C or for the D choice (as in 
the case referring to Game 38), but rather adjust their 
conditional propensities x, y, z, and w in such a way as 
to maximize their expected payoffs. 

Since the model will be presented here for illustrative 
purposes only, we shall simplify the situation drastically. 
Observe that in the case of the two automata discussed 
above, the values of the conditional propensities were 
implied to be the following: XI = WI = 1; YI = Zl = 0 
(i = 1, 2). In the present model we leave WI = 1; yl = ZI 
= 0, but XI is now a variable. In other words, we assume 
that each player will try to adjust his X (independently) 
so as to maximize expected payoffs. 

We first calculate the expected payoffs to each player 
in terms of XI and X2. These turn out to be respectively32 

G _ Rxlx2 + T(X2 - Xl). 
1 - 2 + Xl + X2 - 3XIX2' 

O2 = Rxlx2 + T(XI - X2). 
2 + Xl + X2 - 3XIX2 

(90) 

(9)) 

Now differentiating GI and G2 with respect to Xl and 
X2 and setting the derivatives equal to zero, we find the 
two strategies apparently in equilibrium: 

* T - R + VR2 + 7T2 
Xl = X2 = X = 3T _ R . (92) 
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Note: the solution involving the negative square root 
is discarded, because it implies X O < 0, which has no 
meaning in the present context. 

Does it then follow that the players, guided by trial 
and error adjustments of their propensities Xl and X2, will 
gradually bring these propensities toward the value X O 

given by equation (92)? Not at all. This would be the 
case if the equilibrium in question were stable, that is, if 
small departures from the equilibrium set a process in 
motion which would bring the values Xl and X2 back 
toward the equilibrium position. 

Let us examine the equation which represents both 
aGl aG2 -a and -a . In the two-dimensional space in which Xl 

Xl X2 

(or X2) is plotted against aaG2 (or :GI) both equations 
X2 "Xl 

represent the same parabola. The parabola is shown in 
Figure 8. 

------------~----r_------~~----------x 

FIG. 8 
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Observe that the parabola intersects the horizontal 
axis twice. Of these two intersections only one lies be­
tween 0 and 1. Since x is a probability, this is the only 
intersection which has a meaning in the context of our 
model. Suppose now Xl becomes slightly greater than X·l. 

The parabola rises above the horizontal axis, which 

h aC2b .. B hi ha means t at -:;-- ecomes posItIve. ut t s means t t X2 
UX2 

will increase, because player 2, guided by trial and 
error, finds that he can increase his expected payoff by 
increasing X2. But the rate of change of player l's payoff 
with respect to X2 is represented by the same parabola. 
Consequently, as X2 increases, Xl will also increase. M u­
tual positive stimulation sets in between Xl and X2, which 
drives the value of Xl and X2 toward unity. 

Suppose, on the contrary, that Xl has decreased to a 
value smaller than x·. By the same argument, it can be 
shown that now mutual stimulation drives both Xl and 
X2 to zero. 

Note: Even if Xl = X2 = 0, this does not mean that no 
cooperation will occur. It only means that following the 
outcome (C1C2 ) the outcome (D1D2) will inevitably 
occur. Because Wl = W2 = 1, (C1C2 ) will always follow 
(D1D2)' so that if Xl = X2 = 0, the players will oscillate 
between (Cl C2 ) and (D1D2)' i.e., of the choices, fifty 
percent will be cooperative. However, this is a conse­
quence of our special assumption that WI = 1. A lower 
value of WI will lead to lower values of C choices when 
Xl = X2 = O. If WI = 0, the players will "lock in" either 
on (Cl C2 ) or on (D1D2), depending on the initial con­
ditions. 

We see, therefore, that this sort of trial and error ad­
justment model leads to an unstable equilibrium at 
Xl = X2 = X· if x· < 1. Suppose this to be the case. If 
the values of Xl and X2 somehow become larger than x·, 
they will be driven still further in the same direction 
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toward unity. If they become smaller than x'*, they will 
be driven in the opposite direction, toward zero. The 
critical value of XO is thus seen as a sort of threshold 
separating a trend toward maximum cooperation from 
a trend toward minimum cooperation. Consequently, 
this model of game behavior leads to results different 
from those prescribed by the purely deductive model, 
where everything is presumed to be known a priori, 
where the players are assumed to be rational and to 
strive to maximize their expected payoffs independently 
of each other. 

The question before us is whether the trial and error 
adjustment procedure described above cannot also claim 
to be a rational procedure. 

The procedure can certainly be called rational if com­
plete knowledge of the game matrix by the players is 
not assumed. In the absence of such knowledge, the 
players must be guided by trial and error. Note that if 
they are so guided, then the long-run outcome depends 
on what parameters are being adjusted in the trial and 
error process. In particular, in the 2 X 2 zero-sum game 
without a saddle point, if the parameter being adjusted 
is the frequency of one of the strategies (in the case of 
just two strategies, this determines, of course, the fre­
quencies of both strategies), the long-run result is 
identical to that prescribed by the game-theoretical mini­
max theory. In the nonzero-sum game examined, if the 
parameter being adjusted is the frequency of one of the 
strategies, again the long-term result coincides with the 
game-theoretical prescription of the equilibrium strategy. 
However, if the parameter adjusted is the conditional 
probability of response, the results are entirely different. 
They depend on the payoffs and on the initial conditions 
of the values of the adjusted parameters and exhibit a 
characteristic threshold effect. Roughly, this model, sug­
gested for Game 39, leads to a conclusion that if initially 
the tendency of the players to "stick" with the (CC) 
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outcome is sufficiently large, it will become still larger 
until (CC) outcomes occur exclusively. But if the initial 
tendency to stick with (CC) is not sufficiently large, it 
will become still smaller. Interpreted psychologically, 
this can be stated so: trust begets trust; distrust begets 
distrust. 

Once we introduce psychological notions, we are out­
side the realm of game theory as it was originally formu­
lated. The implications of this departure will be dis­
cussed more fully in the concluding chapters. 



11. An Example: Inspector vs. Evader 

We have now discussed the essential ideas which form 
the basis of the theory of the two-person game. We 
have used different games to illustrate the different 
principles: to define the concept of strategy, to reduce 
the game to normal form, to solve games with and with­
out saddle points, to illustrate the way different bargain­
ing principles are applied to a negotiated game, to ex­
hibit paradoxes immanent in some nonnegotiated games, 
and to resolve these paradoxes by the use of an inductive 
theory. 

We shall now discuss a single situation in which all 
of these principles can be illustrated. In thus relating 
the main problems of the theory to a model of a con­
crete situation, we hope to give the reader a "feel" for 
what is involved when one attempts to "apply" the 
theory, specifically an appreciation of both its conceptual 
power and its serious limitations. 

Imagine an agreement concluded between two sover­
eign states, Urania and Plutonia, to the effect that each 
shall refrain from certain acts or activities. The treaty 
provides for an inspection procedure presumably de-
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signed to give assurance that the agreement is not vio­
lated. 

Urania, for reasons which are irrelevant to our prob­
lem, insists on more inspection privileges, while Plutonia 
is reluctant to grant them. Obviously the entire problem, 
involving as it does a vast network of strategic, political, 
psychological, and possibly psychopathological compo­
nents, is too complex to be formulated as a well-defl.ned 
game. We can, however, isolate a salient feature of the 
problem and concentrate the entire conceptual apparatus 
of two-person game theory upon it. The result will be 
not a unique prescriptive solution of "the game"; for, as 
we shall see, even the drastically simplifl.ed version offers 
a large array of "solutions." The constructive feature of 
our result will be an unfolding of the problem into its 
various constituent parts and so a clarifl.cation of the 
issues, which ordinarily remain obscure. 

Let us suppose that the issues have for a while re­
volved about the number of inspections to be allowed 
in a specifl.ed interval of time. As we have said, Urania 
has been pressing for more, while Plutonia has been 
holding out for fewer. At long last, however, the two 
sovereign states have agreed on the frequency of in­
spections. The only disagreement is on whether this fre­
quency is to be realized by a fixed number of inspections 
per year or as an average number of inspections whose 
actual number can Buctuate statistically. 

Specifl.cally, suppose the year is divided into two 
six-month periods. Urania offers the following scheme. 
At the end of each period a coin is to be tossed. If it 
falls heads, an inspection is to be allowed; if it falls tails, 
not. In this way, although there may be one, two, or no 
inspections in any particular year, on the average there 
will be one inspection per year. Plutonia opposes this 
plan. She proposes a scheme whereby the question of 
whether there will or will not be an inspection in a six­
month period shall be decided toward the end of that 
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period by the inspecting party. If it is decided to inspect 
at the end of the first six months, then no inspection can 
take place during the last six months of the year. If it 
is decided to omit the inspection at the end of the first 
six months, then an inspection will be allowed during 
the last six months. (We shall also assume that the nature 
of prohibited activities is such that violations can be 
detected within six months but not after a longer period.) 

From the positions of Urania and Plutonia, it appears 
that Urania is more interested in preventing violations 
by Plutonia than in having an opportunity for clandestine 
evasion. One might also suspect from Plutonia's position 
that she is less interested in inspecting Urania than in 
having an opportunity to evade. Let us therefore refer 
to the two high contracting parties as Inspector and 
Evader respectively. 

The problem before us is which inspection schedule 
should Inspector prefer, the single allowed inspection 
per year or the two potential inspections per year, each 
with probability one half? 

Urania's strategic experts argue that the probabilistic 
schedule is preferable to the fixed one. In support of 
their contention, they cite the so-called "end effect." 
For consider what is likely to happen if the fixed sched­
ule is in effect. Clearly Inspector cannot always defer the 
inspection to the second period. For if he does, Evader 
can evade with impunity during the first. On the other 
hand, if Inspector randomizes his choice of period to 
inspect, Evader can simply wait until Inspector chooses 
to inspect the first period and then evade with impunity 
in the second. With a probabilistic inspection schedule, 
this is not possible, for whatever happened in the first 
period has no bearing on the second. Therefore Evader 
always stands the risk of being found out and is thereby 
deterred from evading. 

The argument looks conclusive. Let us see, however, 



An Example: Inspector vs. Evader 161 

how it looks in the light of game theory. Consider the 
following game consisting of four moves.33 

Move 1. Evader chooses to evade or not in the first 
period. 

Move 2. Inspector, not knowing how Evader has cho­
sen (naturally, otherwise there is altogether no need for 
inspections I ) chooses to inspect or not to inspect in the 
first period. 

Move 3. Evader (knowing Inspector's choice on move 
2 and, of course, his own choice on move 1) chooses to 
evade or not in the second period. 

Move 4. Inspector, knowing the choices made in moves 
1 and 2 (but not 3) chooses to inspect or not in the 
fourth period. 

Inspector's knowledge of move 1 at move 4 is assumed 
to have come from some outside source, for example, 
espionage. It is also assumed that knowle-:lge about eva­
sion in a prior time period does not constitute a detected 
evasion. Thus if an evasion took place in the first period, 
which was not inspected, and an inspection took place 
in the second period when there was no evasion, then, 
although an evasion is credited to Evader, no detection 
is credited to Inspector. 

Let Evader prefer the outcomes in this order: un­
detected evasion, no evasion, detected evasion. Next, 
we must assign the actual payoffs. For the time being 
we shall assume the game to be zero-sum, since it is 
often argued by the strategists of both Urania and 
Plutonia that the interests of Inspector and Evader, as 
well as those of the countries they represent, are dia­
metrically opposed. Assuming, as usual, utilities on an 
interval scale, we assign + 1 (to Evader) for successful 
evasion and 0 for no evasion. The payoff for detected 
evasion, therefore, must be negative. But we cannot 
specify this payoff without further information. We 
shall therefore leave it further unspecified and denote it 
simply by -a (a> 0). 
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Finally, we shall assume that the payoffs are simply 
additive. Thus two undetected evasions shall be worth 
two utiles to Evader. Two detected evasions shall be 
worth 2a to Inspector, etc. 

There are, as we have said, two versions of this game, 
namely under nxed inspection and under probabilistic 
inspection. We shall consider nrst the version under 
nxed inspection. 

We examine the strategies available to each player. 
Inspector has only two feasible strategies: either to in­
spect in the nrst period or in the second. This is because 
under nxed inspection, he cannot inspect in the second 
period if he did so in the nrst, and he obviously should 
inspect in the second if he did not in the nrst. 

Evader has, formally speaking, eight strategies of 
which, as we shall see in a moment, also only two are 
feasible. The eight formally possible ones are: 

E 1• Evade in the nrst, and regardless of whether there 
has been inspection or not, also in the second. 

E2• Evade in the nrst and evade in the second if and 
only if there has been inspection in the nrst. 

Ea. Evade in the nrst and evade in the second if and 
only if there has been no inspection in the nrst. 

E4 • Evade in the nrst only. 
E5• Evade in the second only. 
Eo. Refrain in the nrst; evade in the second if and 

only if there has been inspection in the nrst. 
E7• Refrain in the nrst; evade in the second if and 

only if there has been no inspection in the nrst. 
Eg• Do not evade at all. 
The game appears in normal form as Game 40, with 

Evader's strategies as above, and Inspector's strategies 
being II (inspect in the nrst period); 12 (inspect in the 
second period). 

We see immediately that all of Evader's strategies ex­
cept strategy 2 and strategy 6 can be eliminated from 
consideration. Strategy 2 dominates 1, 3, and 4; strategy 



An Example: Inspector vs. Evader 163 

11 12 

I-a I-a 

1 - a 1 

Ea -a 1 - a 

-a 1 

1 -a 

1 0 

0 -a 

0 0 

Game 40 

6 dominates 5, 7, and 8. Neither of the two strategies 
dominates the other. Thus the game is reduced to a 2 X 2 
game: 

E 

F 

I J 

1 - a 1 

1 o 

Game 41 

E: Evade in first period; F: Do not evade in first period. 
I: Inspect in first period; J: Do not inspect in first period. 

Note that the strategies in Game 41 refer to Evader's 
and Inspector's choices with regard to the first period. 
What happens thereafter is completely determined by 
the outcome of this game. For example, if Evader has 
evaded and been caught, then clearly he evades again 
in the second period, because under the nxed inspection 
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schedule there can be no more inspections. Conse­
quently, the payoff to Evader in this outcome is 1 - a, 
the sum of the payoff for getting caught (-a) and for 
having got away with one evasion (+ 1), etc. Note also 
that F also counsels evasion in the second period if 
there has been an inspection in the flrst. 

Next, we note that Game 41 has no saddle point and 
therefore calls for mixed strategies. We solve it by the 
usual methods described in Chapter 6. The solution pre­
scribes the following: 

Evader should evade in the first period with probabil­
ity 1/(1 + a). 

Inspector should inspect in the first period also with 
probability 1/( 1 + a). 

The expected payoff to Evader (the value of the game) 
in utiles is 1/ (1 + a) and the negative of this quantity 
to Inspector. 

We pass to the version played under probabilistic in­
spections. Here Inspector has nothing to choose. Not he 
but Chance decides whether there may be an inspection 
or not. If yes, then obviously he should inspect. If no, he 
cannot inspect. This version, therefore, is not a genuine 
two-person game (see p. 21) but only a "game against 
nature" in which Evader is the only bona £Ide player. 
Inspector merely represents Nature, which can be in 
each of four possible states with probability l The 
probabilistic version is shown as Game 42. Evader has 
eight strategies as before. They have been labeled the 
same way. Nature has four strategies (i.e., states) rep­
resented by YY, YN, NY, and NN. Here Y stands for yes 
and N for no, in answer to the question whether an in­
spection is allowed in the flrst (second) period. 

Now if the payoffs are actually utiles, then Evader 
should choose the strategy which maximizes expected 
payoff. We see, therefore, that if a > 1, Evader should 
never evade (should choose strategy 8). If, however, 
a < 1, he should always evade (choose strategy 1). In 
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YY YN NY NN Expectation 

-2a 1 - a 

-2a I-a 

-a -a 

-a -a 

-a 1 

-a 1 

0 0 

0 0 

I-a 

1 

1 - a 

1 

-a 

0 

-a 

0 

Game 42 
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1 

2 

1 

1 

0 

1 

0 

1 - a 

3(1 - a)/4 

3(1 - a)/4 

(1 - a)/2 

(1 - a)/2 

(1 - a)/4 

(1 - a)/4 

o 

the first case, his expected payoff is zero. In the second 
case, his expected payoff is 1 - a. 

We return to our original question: Which inspection 
schedule should Inspector prefer? 

If Inspector's aim is to minimize Evader's payoffs, 
clearly he should prefer the probabilistic schedule, for 
under this schedule Evader's payoff is either 0 (if a > 1) 
or 1 - a (if a < 1). Both of these payoffs are smaller 
than 11(1 + a), which is Evader's expected payoff under 
the fixed schedule. So in this context, Urania's strategists 
are right. But there are other formulations of the In­
spector-Evader game. 

It is instructive to examine a variant, in which the 
game ends as soon as an evasion has been detected. One 
interpretation of this version is that a provision in the 
treaty between the two countries allows unlimited in­
spection following a detected violation. Another inter­
pretation is that the treaty is voided whenever an evasion 
is detected. It is assumed that the payoffs remain the 
same. 
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This version is shown in Game 43. 

E 

F 

I J 

-a 1 

1 o 

Game 43 

Here Evader's best strategy (mixed) is to evade in 
the first period with probability 1/ (2 + a). This is also 
Evader's expected payoff. Under the probabilistic sched­
ule, the payoff matrix is modified only in the rows corre­
sponding to Evader's strategies 1 and 2. Namely, the 
payoffs in row 1 become (-a, -a,'l- a, 2), so that the 
expected payoff is 3(1 - a)/4. The payoffs in row 2 
become (-a, a, 1, 1) with expected payoff (1 - a) /2. 
If a > 1, this situation is identical with the preceding 
one from the game-theoretical point of view. If a < 1, 
Evader's maximum payoff under the probabilistic sched­
ule is now 3(1 - a)/4. 

We have already seen that without assuming the ter­
mination of the game after detection, Inspector ought to 
prefer the probabilistic schedule. In that case the argu­
ments of the Uranian strategists are justified. If, however, 
termination is assumed, it may be to Inspector's advan­
tage to insist on the fixed schedule. This happens when 

1/(2 + a) < 3(1 - a)/4, (93) 

which, in turn, is the case if a < .46 approximately. 
So far, we have assumed that Inspector's payoffs are 

equal to those of Evader with the opposite sign. This is 
not necessarily the case, if Inspector's aim is to minimize 
the frequency of evasion. In this case Inspector's best 
strategy in Game 41 is still to inspect in the first period 

1 
-1-- of the time (assuming no termination), since 

+a 
this keeps evasions to a minimum. But now Inspector 
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clearly prefers the fixed schedule to the probabilistic 
one if a < 1, since in this case Evader will always evade 
under the probabilistic schedule and only a part of the 
time under the fixed schedule. To be sure, Evader will 
get less payoff under the probabilistic schedule, but he 
will evade more than under the fixed schedule. 

In this way game-theoretical analysis brings out clearly 
the distinction between the situation in which Inspector 
is interested in catching evasions and the situation in 
which Inspector is interested in preventing evasions. In 
the first case, Inspector should always prefer the prob­
abilistic schedule if the game does not terminate with 
detection. If the game terminates with detection, Inspec­
tor should prefer the probabilistic schedule only if a > 
.46. In the second case (if there is no termination and if 
prevention rather than detection is the aim), Inspector 
should prefer the probabilistic schedule only if a > 1. 

The distinction between the cases has a counterpart 
in law enforcement. If a law-enforcing agency has a 
positive payoff from arrests (e.g., fines, bonuses, promo­
tions ), and if it acts to maximize these payoffs, the result 
may not be a maximal reduction in the crime rate (as­
suming a zero-sum cops-and-robbers game). In some 
instances the ethical issues raised by this aspect of the 
gaming mentality are not serious. Consider the problem 
of fixing the level of fines for illegal parking. If the city's 
aim is to reduce illegal parking, it can do so by setting 
the fines sufficiently high. If, however, the city wishes to 
maximize the income from the fines, it will set the fines 
at a lower level, so as to encourage some violations. Such 
a practice does not seem very horrendous since no moral 
significance is attached to parking violations. It looks 
very different, however, when a police agent instigates 
a felony in order to add an arrest to his credit. 

Coming back to our Inspector-Evader game, the view 
that the probabilistic schedule is always preferable from 
Inspector's point of view can be justified only if Inspec­
tor's aim is to maximize his own payoff (which in a zero-
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sum game includes rewards for catching evasions) rather 
than to minimize evasions. 

How seriously this conclusion is to be taken is impos­
sible to say in categorical terms. In my opinion, it should 
be taken at least more seriously than the so-called "so­
lution" of the game. There is no question that the "solu­
tion" depends on ludicrously simplified assumptions, 
which may have deprived the model of even a modicum 
of reality. The distinction between the possible aims of 
Inspector, however, is not a "solution" and does not 
depend on the drastic simplification we have made. The 
distinction is a real life issue. Awareness of it does not 
depend, of course, on game-theoretical analysis. But we 
have seen how game-theoretical analysis links this issue 
to the distinction between the inspection schedules. In 
other words, if one is to justify a preference of one 
schedule over another on "hard" grounds, then one ought 
to derive such preference from "hard" analysis. If one 
derives an opposite result, then one must conclude either 
that wrong assumptions had been built into the game 
(which, of course, is quite likely), or else that one's 
preferences have a basis other than the conclusions of 
hard analYSis (which is also a distinct possibility). This 
verdict comes out in the contradiction revealed by the 
analysis. For example, if a < 1, then one cannot maintain 
all three of the following assertions: 

1. Inspector prefers the probabilistic schedule. 
2. Inspector prefers to minimize evasions rather than 

to maximize one's payoffs in a zero-sum game. 
3. The game as formulated so far is an adequate 

model. 
At least one of these three statements must be false. 

The realization that this must be so can be credited to 
game-theoretical analysis. 

Statement (3) above is, of course, very likely to be 
false. Let us, therefore, seek other models of the Evader­
Inspector game. 
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The Nonzero-sum Model 

To begin with, if the treaty between the two countries 
is to benefit both, and if Inspector represents the interest 
of his country, then we ought to suppose that a detected 
violation is worse than the absence of evasion not only 
for Evader but also for Inspector. Next, we may suppose 
that an inspection which proves the alleged Evader in­
nocent should be worth more to Evader than a non­
inspected absence of evasion. In short, it is reasonable to 
suppose that Evader prefers the outcomes in the follow­
ing order: successful evasion is better than inspection 
which clears him, which is better than no-evasion-no­
inspection, which is better than detected evasion. In­
spector, on the other hand, prefers the outcomes as fol­
lows: no-evasion-no-inspection is better than inspection­
clearing-Evader,34 which is better than detected evasion, 
which is better than undetected evasion. 

These preference orders are also compatible with our 
previous model under the fixed inspection schedule, pro­
vided we assume that evading in the second period is 
worth less to Evader than evading in the first. For in that 
case, Evader's best outcome is (E, J), since it implies 
that he has gotten away with the valuable evasion; his 
next best outcome is (F, I), because after refraining in 
the first period, he can still evade in the second; his third 
best outcome is (F, J), since in that case he has refrained 
from evading in the first period but cannot evade in the 
second because inspection is sure to come; his worst out­
come is (E, I), as before, assuming that the disutility of 
getting caught is greater than the utility of evading in 
the second period. By similar reasoning, we can verify 
that Inspector's preferences are (F, J) > (F, I) > (E, 
I) > (E, J). 

We shall now normalize the payoffs. Calculations will 
be simplified if we assign + 1 to each player's best out­
come and 0 to each player's next to worst outcome. Of 
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the two remaining payoffs, then, one will be positive be­
tween ° and 1, and one (representing the worst out­
come) will be negative without restriction on its mag­
nitude. 

As in the preceding case, the strategic analysis leads 
to a 2 X 2 game, shown as Game 44. 

E 

F 

I J 

-a, ° 1, -d 

c, b 0,1 

Game 44 

Game 44 is a nonzero-sum game and therefore admits a 
variety of "solutions." We shall examine several of them. 

Shapley's Solution 

Suppose Game 44 is negotiable. (We shall discuss the 
"realism" of this assumption below.) We shall now apply 
Shapley's method to obtain a negotiated solution. There 
are two cases, depending on whether the point (c, b) is 
inside or outside the triangle joining the points (- a, 0), 
(0, 1) and (1, - d ). The difference between the two 
cases is seen in Figures 9 and 10. 

Inspector's 
Payoff Axis 

(-0,0) 
(c b) Evader's 

, /PayoffAxis 

( 1,-d ) 

FIG. 9 

If (c, b) is inside the triangle, the payoff polygon is 
the triangle and then the negotiation set is contained in 
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Inspector's 
Payoff AXIs 

FIG. 10 

the line joining (0, 1) to (1, - d ). In the contrary case, 
the payoff polygon is a quadrangle, and the negotiation 
set is contained in the broken line joining (0, 1) to (c, b) 
to (1, -d). 

Let us derive the conditions on the parameters which 
determine the one condition or the other. The equation 
of the line joining (0, 1) and ( 1, - d) is 

Y - 1 = - (d + l)X. 

Setting Y = b and solving for X, we obtain 

1 - b x=-_· 
d+l 

(94) 

(95) 

Here X and Yare the utilities accruing to Evader and 
Inspector, respectively. Now if X;;:: c, when Y = b, the 
point (c, b) will be inside the triangle or on the bound­
ary. If X < c, the point (c, b) will fall outside. Therefore, 
if the negotiation set is to be contained in the line Y -
1 = -(d + I)X, we must have 

1 - b 
e ~ d + 1 or b ~ I - e(l + d). (96) 

We shall consider this case first. 
From the game matrix, we find that Evader's security 
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level is c/ (1 + a + c), 35 which he can obtain by evading 
with probability c/ (1 + a + c) in the first period. As for 
Inspector, his payoff matrix has a saddle point at (E, I). 
Therefore, his security level is 0, which he can obtain by 
always inspecting (in the first period). Note that Evad­
er's security level strategy is not best against Inspector's 
security level strategy. Nor is the latter necessarily best 
against the former. This is in consequence of the fact 
that the game is nonzero-sum. The reason for determin­
ing the pair of security level strategies is that they deter­
mine the status quo point in Shapley's negotiated settle­
ment (see p. 108). 

Accordingly,36 we are able to maximize the quantity 

[X - 1 + : + cJ [1 - (d + 1)X] (97) 

which gives us the negotiated solution 

X* = 1/2 Ld ~ 1) + (1 + : + c)} (98) 

y* = 1/2 [1 - c(d + 1) J. (99) 
a+c+1 

If the solution is to be acceptable, XO and yo must both 
exceed the respective players' security levels. But this 
can be easily seen to be the case because of inequality 
(96). 

The above negotiated solution can be obtained if the 
players alternate between the outcomes (E, J) and (F, 
J). That is to say, Inspector agrees never to inspect in 
the first period. This means that Evader will never evade 
in the second period. He is allowed, however, to evade in 
the first period with probability 

1/2 [d ~ 1 + 1 + : + cl (100) 

Next consider the case when (c, b) falls outside the 
triangle, and consequently the payoff polygon is a quad­
rangle, as shown in Figure 10. In that case 
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b > 1 - c(d + 1). (101) 

Now the solution may be either on the upper or the 
lower segment of the broken line joining the points (0, 
1 ), (c, b), and (1, - d). Suppose, first, that it lies on the 
upper segment. The equation of the line with which the 
segment coincides is 

y = 1 - 1 - bX . (102) 
c 

Accordingly, we must maximize 

[ X - c J[l - 1 - b xJ. (103) 
l+a+c c 

We obtain 

X* = 1/2 [1 ~ b + 1 + ~ + oJ; (104) 

y* = 1/2 [1 - 1 - b J. (105) 
l+a+c 

If the solution is to be on the segment being examined, 
we must have 0 ~ Xo ~ c. By inspection, we can see 
that XO > O. To have XO ~ c, we must have 

1 1 
1 - b + 1 + a + c ~ 2, (106) 

which after rearrangements reduces to 

a+c 
b ~ 1 + 2a + 2c' (107) 

Combining inequality (lO7) with (101), we obtain the 
following inequality 

a+c 
1 + 2a + 2c ~ b > 1 - c(d + 1), (108) 

which is the condition sought. When this condition is 
fulfilled, the mixture is between the outcomes (F, I) 
and (F, J). That is to say, Evader never evades in the 
first period, while Inspector is obliged to inspect in the 
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first period (therefore not the second) a certain fraction 
of the time. This fraction is computed so as to yield the 
payoffs given by (104) and (105). In other words we 
must find a () such that c () = XO. But this is 

() = 1/2 [1 ~ b + 1 + ! + oJ (109) 

and so is the fraction of times that the first period is in­
spected. 

Let now the solution lie on the lower segment, i.e., on 
the line joining (c, b) with (1, -d). 

The equation of this line is 

Y + d = - d + b (X - 1). (110) 
1 - c 

We maximize 

[x- c J[-d_d+bX+d+bJ. (111) 
l+a+c 1-c 1-c 

Using the same procedure as above, we obtain for this 
case 

X* = 1/2 [-d(l - c) + 1 + c J. (112) 
d+b l+a+c' 

y* = 1 [acd + c2d + ab + bJ. (113) 
2(1 - c) 1 + a + c 

To satisfy the security level condition, we must have 
o < yo < b. By inspection, yo > O. To guarantee yo < b, 
we must have, as the reader can verify, 

b > cd(a + c) and a + 1 > 2ac + 2c2• (114) 
a + 1 - 2ac - 2c2 

Hence 

b > Max [a + ~d~ ~cc~ 2c2' 1 - c(d + l)J 

and a + 1 > 2ac + 2c2• (115) 

When this condition obtains, the mixture is between (F, 



An Example: Inspector vs. Evader 175 

I) and (E, J). Namely, Inspector will inspect the first 
period only when there is no evasion: Evader will evade 
in the first period only when there is no inspection.37 

Nash's Solution 

We shall confine ourselves to the case where the pay­
off polygon is a triangle (Figure 9), hence b:::;; 1 -
c(d + 1), and so Y = 1- (d + l)X is the equation of 
the negotiation set line. To determine the threat strate­
gies,3S we calculate the expected payoffs Xo and yo, re­
sulting from the hypothetical pair of threat strategies x 
and y: 

Xo = -axy + x(l - y) + e(l - x)y, (116) 

Yo = -dx(l - y) + b(l - x)y + (1 - x)(l - y). (117) 

Once Xo and yo are determined, the negotiated payoff to 
Evader is found by maximizing the quantity 

[X - xo][l - (d + l)X - Yo], (118) 

which determines 
1 

X* = 2(d + 1) [1 - yo + (d + l)xo]. (119) 

Evader wishes to maximize the quantity in the brackets 
of (119), while Inspector wishes to minimize it. Equiv­
alently the quantity to be maximized (minimized) can 
be taken as (d + 1) Xo - yo. But these oppositely directed 
efforts of the players are equivalent to playing the fol­
lowing zero-sum game: 

EJ -a(d + 1) 1 + 2d 

E2 e(d + 1) - b -1 

Game 45 
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The minimax strategies of Game 45 will be the threat 
strategies we are seeking. 

What these minimax strategies are depends on whether 
Game 45 has a saddle point. We shall confine ourselves 
to that case. Game 45 has a saddle point, if and only if 

h ~ (c + a)(d + 1). (120) 

To see this, observe that (Et, 12 ) cannot be a saddle 
point because 1 + 2d > - a( d + 1); (E2, 12 ) cannot 
be a saddle point, because -1 < 1 + 2d; (E2, 11) can be 
a saddle point only if c ( d + 1) - b < -1, which con­
tradicts the assumed condition b ~ 1 - c (d + 1). Only 
(El Id can possibly be a saddle point, provided 

-a(d + 1) ~ c(d + 1) - h, (121) 

which is equivalent to (120). 
Thus, if (120) holds, the threat strategies are pure 

strategies, namely E and I of Game 44. That is to say, 
Evader threatens to evade and Inspector threatens to 
inspect. The status quo point is (-a, 0), and so (119) 
reduces to 

1 
X* = 2(d + 1) [1 - a(d + a)] 

= 1/2 [_1_ - aJ. 
d+1 

(122) 

Then 

y* = 1/2[1 + (d + 1)a]. (123) 

Note that XO > 0, since otherwise a ( d + 1) > 1, which 
violates (120). (Recall that b < 1.) 

The Nonnegotiable Game 

It may be argued that the Inspector-Evader game 
should be considered nonnegotiable since it is unrealistic 
to assume agreements between a would-be evader and 
an inspector concerning the number of "allowable" eva­
sions. As we have said, whether this is a reasonable as-
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sumption or not depends on the social context with 
which game theory is not concerned. It is certainly in 
order, however, to investigate the nonnegotiable version 
of the game as well as the negotiable version. 

First let us Bnd the equilibria. We note that none of 
the four outcomes is an equilibrium, since one or the 
other player can always improve his position by switch­
ing to the other strategy, whatever the outcome. Let us 
see whether there is a mixed strategy equilibrium. As­
suming strategy mixtures (x, 1 - x) and (y, 1- y), we 
obtain the respective expected payoffs to Evader and 
Inspector: 

GE = -axy + x(l - y) + c(l - x)y, 
= x(l - ay - y - cy) + cy, (124) 

GI = -dx(l - y) + b(l - x)y + (1 - x)(l - y), 
= y( -1 + b + dx - bx + x) + 1 - (d + l)x. (125) 

An equilibrium obtains if 

(126) 

y = 1 + a + c· (127) 

Let us investigate the stability of the equilibrium. Sup­
pose x deviates from (126) to a larger value. Then the 
coefficient of y in (125) becomes positive and Inspector 
can increase his payoff by increasing y. But if y increases 
to a value larger than the equilibrium value, the coeffi­
cient of x in (126) becomes negative, and consequently 
Evader can increase his payoff by decreasing x. In short, 
a positive deviation of x from the equilibrium leads to a 
restoring tendency back toward the equilibrium. The 
same can be shown with regard to the oppositive devi­
ation of x and the deviations of y. Thus the equilibrium 
given by (126) and (127) is stable. The expected pay­
offs to Evader and Inspector are 
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c 
GE = 1 + a + c' (128) 

db 
GI = 1 + b + d' (129) 

We note that the equilibrium gives Evader no more 
than his security level, but it gives Inspector more 
than his security level. 

A Dynamic Model 

A full-scale dynamic model would involve all pOl'sible 
transition probabilities among the four outcomes. A 
drastically simplified model will suffice to illustrate the 
process. First, we introduce some notation. We shall des­
ignate by 

a : the outcome (E, I), 
fJ : the outcome (E, J), 
'Y : the outcome (F, I), 
a : the outcome (F, J). 

We shall suppose the simplest type of dynamics. 
Namely, if in some outcome a player receives the pay­
off 1 (the highest), he will not switch his strategy on 
the next play. If in an outcome he receives a negative 
payoff, he will certainly switch. Otherwise he will switch 
with probability x (for Inspector) and with probability y 
(for Evader) but only if by switching he can improve 
his payoff. 

These "rules" determine all the transition probabilities. 
For example, we can verify that the transition from a, 

i.e., (E, I) to 'Y i.e., (F, I) takes place with probability 
one. This is because Evader will certainly switch, since 
in a he gets a negative payoff. As for Inspector, he will 
not switch, because if he should (while Evader does 
not) his payoff will be diminished. Next, we can verify 
that the players will remain in 'Y with probability 1 -y, 
or they will switch from 'Y to 8 with probability y. This 
is because Evader cannot improve his payoff by switch-
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ing from '/, but Inspector can. Similarly, we can verify 
the remaining transition probabilities, as shown in the 
following matrix: 

'Y 

0 0 1 0 

1 0 0 0 

'Y 0 0 1-y y 

0 x 0 1-x 

This stochastic process eventually leads to a steady 
state, in which the probabilities of the four states are 
given by 

a= 
xy 

x+y+2xy 
, (130) 

xy 
{3 = x + y + 2xy' (131) 

x (132) 
'Y = x + y + 2xy' 

8 = Y (133) 
x+y+2xy 

Accordingly, the expected long term payoff averages 
will be to Evader and Inspector respectively: 

GE = -axy + xy + ex, (134) 
x+y+2xy 

G - -dxy + bx + y. (135) 
1- 2xy+x+y 

As the players adjust the variables which they respec­
tively control, GE and G1 move about in (x, y) space. 
Whenever aGEl ax is positive, Evader adjusts x upward, 
and vice versa. Whenever aGr/ay is positive, Inspector 
adjusts y upward, and vice versa. 
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If there are equilibria in (x, y) space, they are ob­
tained by setting these partial derivatives equal to zero. 
These derivatives turn out to be 

aGE y[o - yea - 1)] -= , 
ax (x + y + 2xy)2 

(136) 

aGI X[(l - b) - xed + 2b)] 
7iY = (x + y + 2xy)2 . 

(137) 

There are four cases: 

1. a-I < 0; d + 2b < 1 - b. (138) 
2. a-I > 0; d + 2b < 1 - b. (139) 
3. a-I < 0; d + 2b > 1 - b. (140) 
4. a-I > 0; d + 2b > 1 - b. (141) 

Case 1. Here both partial derivatives [( 136 ), (137)] 
are always positive. Consequently bot1\ x and y increase 
until they reach their maximum values, i.e., 1. In this 
case a shift of strategy always occurs whenever a play'er 
can improve his position. The "system" keeps going 
through the four states (outcomes) counterclockwise. 
The average payoffs are 

GE = 1 - : + 0; GI = 1 + ~ - d. (142) 

Case 2. Here acl/ay is always positive. Consequently 
y keeps increasing and finally reaches 1. When this hap­
pens, aCE/ax is negative. Consequently, x keeps decreas­
ing to zero. There results a stable equilibrium at x = 0, 
y = 1. Referring to [( 130) -( 133)] we see that the system 
comes to rest in state 8, i.e., (F, J). In this case Evader 
will not evade and Inspector will not inspect. The pay­
offs will be: 

(143) 

Case 3. Here aCE/aX is always positive. Consequently 
x keeps increasing to 1. Then acr/ay will become nega­
tive and y will drop to zero. The system will come to 
rest at 'I, i.e., (F, I). In this case, Evader will never 
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evade and Inspector will always inspect. The payoffs 
will be: 

Ch: = c; GI = 1. (144) 

Case 4. Here an unstable equilibrium will obtain at 
x = (1 - b) / ( d + 2b ); y = c/ (a - 1). Slight deviations 
of either x or y from this equilibrium will start x and y 
into opposite directions. Consequently the system will 
move either toward 8 or toward y. This case, therefore, 
reduces either to Case 2 or Case 3, depending on the 
initial conditions. 

Probabilistic Inspection 

To complete our investigation, we must investigate 
also the outcomes of the probabilistic inspection schedule. 
However, as we have formulated the game, we do not 
have enough information to treat this case, since under 
probabilistic inspection it is possible, for example, for 
Eyader to evade twice and be caught both times, or not 
to be caught at all. Since this was not possible under the 
fixed inspection schedule, we have not assigned payoffs 
to some of the outcomes possible under the probabilistic 
schedule. Let us now see what we can infer and what 
we must assume in addition. 

Let the following unknowns represent Evader's payoffs 
associated with the corresponding single events. 

x: undetected evasion in the first period, 
y: undetected evasion in the second period, 
z: detected evasion in the first period, 
w: detected evasion in the second period, 
u: no evasion in the first period, 
v: no evasion in the second period. 

Now we can write 

z + y = -a. (145) 

This is because -a is Evader's payoff associated with 
the outcome (E, I), i.e., detected evasion in the first 
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period which, under the conditions of fixed inspections, 
implies that Evader may evade with impunity in the 
second. 

Similarly, examining the implications of the remaining 
outcomes, we can write 

x + v = I, 
u + y = c, 

u + v = O. 

(146) 

(147) 

(148) 

The four equations [( 145 )-( 148)] allow us to determine 
four of the single-event payoffs in terms of those asso­
ciated with fixed inspections. Two payoffs, however, 
must remain undetermined. Accordingly, we must in­
troduce two additional payoffs (Evader's): 

e: the utility of undetected evasion in the first period; 
-f: the utility of detected evasion in the second period, 

where e > 0, f > O. 

Assuming the payoffs to be additive, we can determine 
the remaining payoffs, namely 

c - e + 1 : undetected evasion in the second period, 
- a - c + e - 1 : detected evasion in the first period, 

1 - e : no evasion in the first period, 
e - 1 : no evasion in the second period. 

Analogous calculations of Inspector's payoffs yield the 
following: 

-g : undetected evasion in the first 
period, 

b - d + g - 1 : undetected evasion in the second 
period, 

- b + d - g + 1 : detected evasion in the first 
period, 

h : detected evasion in the second 

d-g+l 
-d+g 

period, 
: no evasion in the first period, 
: no evasion in the second period. 



An Example: Inspector vs. Evader 183 

Here we have introduced - g and h (g > 0, h > 0) as 
additional payoffs. From Evader's utilities, we conclude 
the following. 

Evader will evade in the first period if 

-a - c + 2e - 1 > 1 _ e (149) 
2 

or if 

4e - a - c - 3 > O. (150) 

Evader will evade in the second period if 

-f + c - e + 1 > e _ 1 (151) 
2 

or if 
3e - 3 + f - c < O. (152) 

Since under probabilistic inspections Inspector no longer 
makes decisions, Evader's choices in the first and second 
period are independent. That is to say, he will evade in 
both the first and second period if inequalities (150) 
and (152) are both satisfied, and will never evade if 
neither of those inequalities is satisfied. A necessary con­
dition that there be no evasions at all is 

4e - a - c - 3 < 3e - 3 + f - c (153) 
or 

e < a + f. (154) 

If there are no evasions, Inspector gets the largest pos­
sible payoff, 1. He will therefore prefer the probabilistic 
schedule to any other arrangement, including all the 
forms of negotiation. 

Note, however, that (154), while necessary, is not suf­
ficient. If either inequality (150) or (152) is satisfied, it 
is worth Evader's while to evade either in the first period 
or in the second. In that case, depending on the payoffs 
to Inspector, the latter may prefer either the fixed sched­
ule or the probabilistic one. 

As an example, suppose Evader's payoffs are such that 
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he always evades in the first period. Then Inspector's 
expected payoff turns out to be (1 - b - d) /2. If we 
compare it to, say, what Inspector expects at the equilib­
rium of the nonnegotiated game with fixed schedule, 
namely bd/ (1 + b + d) [see (129) J, we see that it 
may very well happen that the latter payoff is larger. 

In conclusion, it appears that Inspector's preference 
for the one or the other schedule is by no means obvious. 
If the problem is analyzed quantitatively, taking actual 
utilities into account, we see that within certain ranges 
of utilities the fixed schedule may well be to the Inspec­
tor's advantage. The commonsense argument in favor 
of the probabilistic schedule really contains a tacit as­
sumption either to the effect that the game is zero-sum 
or to the effect that the disutility of being caught in an 
evasion is sufficiently large to prevent evasion altogether 
under the probabilistic schedule. 

We now are in a position to say under what conditions 
Inspector will prefer fixed inspection schedules (i.e., the 
Uranian strategists are mistaken in their conclusion that 
probabilistic inspection is always preferable). 

We shall confine ourselves to comparing Inspector's 
payoffs under probabilistic inspections with those under 
fixed inspections when the game is not negotiable, spe­
cifically with the equilibrium solution to that game. 

1. If c + 3 < Min [4e - a, 3e + fJ, i.e., if Evader al­
ways evades in the first period, never in the second, 
then fixed inspections are preferred by Inspector if 

bd I-b-d 
l+b+d> 2 (155) 

or 
(156) 

2. If c + 3 > Max [4e - a, 3e + fJ, i.e., if under prob­
abilistic inspection Evader always evades in the first 
period, never in the second, then fixed inspections are 
preferred by Inspector if 
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bd > 1 + b + d + h - g (157) 
l+b+d 2 

or 

2bd> (1 + b + d)2 + (h - g)(1 + b + d). (158) 

3. If 3e + f < c + 3 < 4e - a, i.e., if under probabilis­
tic inspection Evader always evades, then fixed inspec­
tions are preferred by Inspector if 

bd > 2h + d - 4g - b. (159) 
l+b+d 4 

Obviously this condition will be more easily satisfied 
than (157), since the right side of (157) is larger than 
that of (159) for all values of the variables. 

4. If 4e - a < c + 3 < 3e + f, i.e., if under probabilis­
tic inspections no evasions will ever occur, then probabi­
listic inspection is, of course, preferred. 

These results are merely quantitative statements of 
the commonsense conclusion that probabilistic inspec­
tions will not stop evasions if it is worthwhile for Evader 
to evade even if he gets caught now and then. If so, then 
under probabilistic inspections he will always evade. The 
fixed inspection schedule, on the other hand, induces a 
genuine two-person game, in which Evader can maxi­
mize his payoff by judiciously randomizing evasions, i.e., 
by evading only part of the time. If the game is nonzero­
sum, Evader's optimizing strategy may actually be of 
benefit to Inspector as well. 



12. Opportunities and Limitations 

Of what use is game theory? Questions of this sort are 
always put to the theoretician. The theoretician some­
times resents such questions because he senses behind 
them a suspicious attitude toward any activity not di­
rected toward one of very few goals, such as accumula­
tion of wealth or of power, or of technology, the latter 
being frequently regarded as subservient to the former. 
The theoretician often gives vent to his resentment by 
championing the cause of "pure science." Sometimes he 
goes so far as to declare that application degrades sci­
ence. Mathematicians especially, being dependent in their 
creative work on almost absolute freedom of choosing 
a postulational framework (for this is the way original 
mathematical systems are created), sometimes take pride 
in the fact that their mathematical theories seem ex­
tremely remote from application. 

In order to examine these matters without prejudice, 
the emotional connotations of the pure vs. applied sci­
ence controversy should be suppressed at least until the 
meanings of the terms have been clarified. It is reason­
able to respond to the question "Is this theory useful?" 
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with a counter question "Useful for what?" If it indeed 
turns out that the "usefulness" refers to crude ambitions 
and appetites, like moneymaking or acquisition of power, 
or reveals a parochial view of science as a handbook of 
gadgetry, then perhaps a simple "No" to the fl.rst ques­
tion is in order, even if this answer is not entirely 
correct. A negative answer in this case could be given 
as a paraphrase of a comment which one might not 
wish to make directly: "Maybe the theory is 'useful,' 
but if th?,se are the uses you are thinking of, I couldn't 
care less. 

There is no reason, however, why the theoretician 
should share the shortsighted view of what is "useful" 
or "applicable." For example, many branches of abstruse 
mathematics are eminently useful because they shed 
light on other (perhaps equally abstruse) branches of 
mathematics. In this way the development of mathe­
matical theory serves the purpose of unifying the various 
branches of mathematics by revealing the logical con­
nections or analogies among them. One may, of course, 
ask whether the unifl.cation of mathematics is useful, 
and if so, how. To this one might reply that any the­
oretical unifl.cation serves the purpose of "compressing" 
knowledge so that more of it can be fl.tted into a Single 
mind, and this, in turn, facilitates the further expansion 
of knowledge. One then invites the question of whether 
the expansion of knowledge is useful, to which one 
could answer unequivocally "Yes," which is simply a 
value judgment. Arguments about value judgments are 
notoriously sterile. Still, this sort of inquiry brings out 
distinctions between unsystematic accumulation of knowl­
edge (which is perhaps of questionable value beyond a 
certain point) and a highly organized expansion of 
knowledge, i.e., enlightenment, which is a very different 
thing. 

The question of the "usefulness" of game theory is 
extremely important because of serious misconceptions 
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concerning the range of applicability of the theory. These 
misconceptions are in large measure due to the social 
climate in which game theory was developed. 

As we have already pOinted out, game theory can be 
viewed as an extension of a theory of rational decision 
to situations characterized by conflicts of interest. As 
such, the development of game theory appears to par­
allel the development of the theory of probability whose 
origin was in the analysis of games of chance. For ex­
ample, the British philosopher R. B. Braithwaite (1955) 
wrote: 

No one will doubt the intensity, though he may 
dislike the color, of the (shall I say) sodium light 
cast by statistical mathematics, direct descendant of 
games of chance, upon the social sciences. Perhaps 
in another three hundred years' time economic and 
political and other branches of moral philosophy 
will bask in radiation from a source-theory of 
games of strategy-whose prototype was kindled 
around the poker tables of Princeton. 

Now the theory of probability is today a mature 
branch of mathematics with a tremendous range of ap­
plication in the phYSical, biological, and social sciences. 
However, it is also possible to view the theory of prob­
ability as an extension of a theory of rational decision to 
situations in which the outcomes of choices of action are 
uncertain. This is the context in which the theory of 
probability was originally developed. In a game of 
chance one can, in the simplest case, suppose that one is 
faced with the choice of accepting or rejecting a bet on 
an event or, somewhat more generally, of choosing 
among alternative bets. The concept of expected gain 
solves with one stroke all such problems, prOvided either 
( 1) the utilities of the payoffs are linear functions of the 
payoffs or (2) the bet in question is offered so many 
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times that in the long run the expected average payoff 
becomes the actual average payoff. 

Certain business decisions can also be viewed as bets. 
If the probabilities of alternative outcomes are known, 
and if the situation in question presents itself sufficiently 
many times, then the principle of rational decision which 
emerges out of probability theory can be applied. The 
applicability of the theory to decision problems is then 
established. 

One can now argue by analogy that if two-person 
game theory is an extension of rational decision theory 
to situations in which outcomes are controlled by two 
decision-makers whose interests are at least partially in 
conflict, then the range of application of two-person 
game theory ought to be the range of such situations. It 
is understandable why, in the period following the close 
of World War II, when so much attention was paid, 
especially in the United States, to the impending power 
struggle between the Communist and the non-Commu­
nist worlds, the appearance of game theory on the scien­
tific horizon was hailed with enthusiasm and with great 
expectations. 

People had witnessed the increasing abstruseness of 
the sciences geared to military applications. World War 
I had been called the chemists' war. World War II was 
called the physicists' war. Toward its final phases, 
World War II was rapidly becoming a mathematicians' 
war with cybernetic devices and electronic computers 
beginning to play a decisive role. It is assumed in many 
quarters that World War III (which many feel to be a 
matter-of-fact culmination of existing trends) will be 
truly a mathematicians' war. 

Moreover, mathematics is assumed in those quarters 
to be not merely an appendage to physical science but 
also the foundation of strategy. "Postures" are frequently 
calculated in terms of destructive potential, which, in 
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turn, is calculated from projected "nuclear exchanges" 
and capabilities. 

Reading the writings of nuclear age strategists, one 
often gets the impression that strategy as a science is 
enjoying a renaissance. Formal military strategy had a 
golden age during the European wars of the eighteenth 
century. These were primarily wars of maneuver; and 
military specialists took great pride in conducting their 
campaigns in accordance with classical strategic prin­
ciples. 

The first large twentieth-century war must have been 
an enormous disappointment to those specialists. With 
maneuver in open country made practically impossible 
by the formidable fire power of the machine gun and of 
artillery, World War I degenerated into a war of attri­
tion without intellectual interest. World War II, how­
ever, was again largely a war of movement, and con­
sequently interest in strategy and maneuver was revived. 

Wars to come are imagined by the strategists to be 
either "limited wars" or "nuclear exchanges," both being 
envisaged as wars of strategy rather than of attrition. It 
seems that those strategists who are actively concerned 
with the conduct of limited war view such wars as "ra­
tional" instruments of national policy, in contrast to 
nuclear war which, because of its awesome destructive­
ness, falls outside the scope of rational policy. Those 
strategists, on the other hand, who are concerned with 
nuclear "exchanges," although noncommittal about the 
"rationality" of such maneuvers, view the potential for 
waging nuclear war as bargaining leverage in interna­
tional affairs. They view the use of this potential as a 
basis of a rational diplo-military policy. 

Both schools of strategy assume that the use of force, 
and certainly the threat of force, are instruments of ra­
tional conflict. Both place great emphasis on rationality 
in the conduct of conflict. In fact, Karl von Clausewitz, 
the author of the classical treatise on strategy, Yom 
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Kriege, appears often explicitly as a hero in the writings 
of contemporary strategists. For Clausewitz was a cham­
pion of the rational use of force. War should never be­
come an activity for its own sake, Clausewitz insisted. 
Wars should be fought in the pursuit of specific goals, 
which were usually understood as opportunities to en­
hance the power of the war-waging nation vis-a-vis rival 
nations. Accordingly, Clausewitz viewed war as a civi­
lized, intellectually challenging enterprise. He probably 
would not confer the dignified title of war upon the 
massacres among "savages," and it is an open question 
what he would have thought of the "total wars" of our 
century. 

In summary, then, one finds in the writings of contem­
porary strategists a deliberate striving to rehabilitate 
war as a normal event among civilized nations. The re­
establishment of high intellectual content in military 
strategy doubtless serves this purpose. In my opinion, 
the tremendous interest aroused by game theory is in 
no small measure due to the climate in which the re­
habilitation of war, or at least of the sophisticated power 
struggle, was undertaken. 

It becomes, therefore, extremely tempting to those 
actively involved in game theory and also interested in 
its application potential to reply in the affirmative to the 
question "Is game theory useful?" Since rationality in 
conHict enjoys extremely high prestige in our day when 
"realism" and "tough-mindedness" are extolled as evi­
dence of sophistication and maturity, game theory can 
indeed be sold as a useful science. 

To the credit of the game theoreticians (and by those 
I mean the genuine ones, those who understand the 
logical structure and the technicalities of game theory), 
they seldom, if ever, present game theory in this light. 
If pressed, they may cite a few illustrative examples; 
but they eschew claims to the effect that a formal train­
ing in game theory will soon become as necessary to a 
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military strategist as a formal training in physics is nec­
essary to an engineer. Sanguine prognoses for game theory 
as an adjunct to military science are usually traceable to 
the military profession and to its fringes, not to the game 
theoreticians. The military man with a faith in "science" 
would like to have a way of coming by strategic know­
how "scientifically." From this sort of wishful thinking 
arose the great hopes centered on game theory and 
manifested in the support of research and the financing 
of conferences on the subject. The topic makes good 
newspaper copy, too. 

In what follows we shall list what is required in order 
to develop game theory into an applied science in the 
field of application with which it is frequently associated. 
As we have said, the listing of analogous requirements 
for probability theory is a comparatively simple matter. 
If the field of application of probability theory is gam­
bling, whether in casinos or in business, if the payoffs 
are in money, if utilities are linear with money, or if the 
bets are presented sufficiently frequently, and if the 
probabilities of all the possible outcomes are known, 
then probability theory provides a general method of 
solving all decision problems, which, in the context of 
gambling, are all of the same sort: choices among bets 
(including no bet). To make use of probability theory 
outside of money-betting gambles, it is also necessary to 
assign utilities on an interval scale to all the possible 
outcomes. Let us now see what the situation is in game 
theory. 

First, let us take the simplest case, namely a well­
defined two-person zero-sum game of strategy (e.g., a 
parlor game) played for money, the utility of money 
being a linear function of the amount. In this case the 
problem of assigning utilities does not arise. The game­
theoretical problem appears in its purest form, namely 
that of finding optimal strategies (pure or mixed) for 
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both players in the sense of maximizing expected pay­
offs under the given constraints. 

As long as game theory is viewed as a "pure" science, 
the minimax theorem, which merely asserts the existence 
of optimal strategies, appears as an eminently important 
finding. A different demand, however, is put on applied 
science. Applied game theory must indicate actual solu­
tions of actual games. The enormous difficulty of finding 
such solutions is evident from the fact that it is all but 
humanly impossible to obtain either the matrix repre­
sentation or the game tree of any parlor game worth 
playing. In the case of a very simple game like Tic-Tac­
Toe, a game tree could conceivably be drawn, but a 
matrix representation of the strategies remains out of the 
question. The number of strategies of Tic-Tac-Toe is 
enormous even if the symmetries of the game are taken 
into account (see p. 43). 

On the other hand, the game of Tic-Tac-Toe probably 
was solved in the practical sense already in antiquity, 
without the benefit of game theory. The solution be­
comes clear in the course of repeated plays to anyone 
with a mental age of about eight. While the game-the­
oretical conclusion about the outcome of every play of 
Tic-Tac-Toe is of great value in giving us insight into 
the nature of a certain class of games, it is hardly an 
accomplishment of an applied theory. The value of an 
applied theory is estimated from its power of finding 
solutions which had eluded the practitioners. Game the­
ory has few successes on this score. (Perhaps the solu­
tion of Morra [see p. 91] could be cited as an excep­
tion.) 

The situation is different if a matrix representation of 
a decision problem can be obtained. As we have seen, 
this cannot generally be done for parlor games. It can, 
however, be done in situations where each of two deci­
sion-makers has a comparatively small number of de-
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cisions at his disposal. Here is where the full power of 
game-theoretical analysis is revealed. Especially in situa­
tions represented by games without saddle points, game 
theory has made a genuine and original contribution in 
the sense of a prescriptive theory. In general, such prob­
lems would have remained unsolved without the game­
theoretical notion of mixed strategy and without the 
methods of computation, likewise discovered by game 
theoreticians, of arriving at the optimal mixed strategies. 

Let us, therefore, see what must be known in order to 
make use of this important game-theoretical result in 
real situations. Situations in which each decision-maker 
has a choice of only a few strategies, although not found 
in the usual parlor games, are frequently found in real 
life. Businessmen, administrators, and military strategists 
frequently must decide between a few alternative courses 
of action or plans in situations in which the outcomes of 
decisions are determined not only by chance but also by 
the choices made by other decision-makers, whose inter­
ests in the outcomes are, in general, different. Here, then, 
is the sort of situation to which the fundamental game­
theoretical result on two-person zero-sum games might 
be applicable, provided, of course, the "games" in ques­
tion are indeed zero-sum. 

If a game of this sort is indeed zero-sum, the problem 
of assigning utilities to the several possible outcomes 
reduces to the problem of assigning only one's own utili­
ties. The utilities of the other are given as soon as one's 
own are determined, because in a zero-sum game the 
former are equal to the latter with the sign reversed. 

How shall the decision-maker assign his own utilities 
to the outcomes? If the game has a saddle point (hence 
a pure strategy solution), the utilities need to be as­
signed on a scale no stronger than the ordinal scale. This 
sort of assignment is easiest. It requires only that the 
decision-maker rank all the outcomes in his order of 



Opportunities and Limitations 195 

preference of them without regard for the sizes of the 
intervals between the assigned preferences. Therefore 
it is reasonable to begin the analysis by rank ordering 
the outcomes. Then the outcomes are placed into the 
proper boxes of the game matrix (each being the result 
of a pair of strategy choices by the two players). If it 
turns out that some outcome is at the same time the 
worst in its row and the best in its column, a saddle point 
is determined. In that case, the player need not worry 
about ascribing more exact magnitudes to his prefer­
ences. The ordinal scale is sufficient. It only remains to 
choose a strategy containing the saddle point, and the 
problem is solved. 

Yet, the typical real-life decision problem is usually 
much more involved. For the time being, we shall con­
tinue to assume that there are comparatively few strate­
gies to choose from (not an unrealistic assumption) 
and that the strategies open to the other player are also 
known (a somewhat less realistic assumption). However, 
we have actually assumed more. We have assumed that 
the outcomes are determinate events. This is not gen­
erally the case in real life. Even if the strategies are 
determinate, i.e., pure, the outcomes may well be not 
determinate events but "lottery tickets." For example, 
let the choices open to a military commander be (1) to 
attack Sector A or (2) to attack Sector B; while the 
corresponding choices of the opposing commander are 
( 1) to reinforce Sector A or (2) to reinforce Sector B. 
It is too much to expect that the result of a pair of strat­
egy choices will be a perfectly determinate one, for ex­
ample, a breakthrough with so many casualties, or a 
failure of breakthrough with so many casualties. Realis­
tically, at most probabilities can be attached to success 
or failure and to each possible casualty figure. Let us 
assume that the expected number of casualties can be 
estimated from experience in similar situations. Then the 
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outcome remains as the probability of a breakthrough at 
such and such (estimated) casualty cost. The game 
matrix (of outcomes, not utilities) might then look like 
this: 

.30 (4) .60 (10) 

.50 (3) 040 (6) 

Game 46 

The chances of breakthrough and the estimated casual­
ties (in thousands) in each of the four contingencies when 
the row chooser attacks the corresponding sector and the 
column chooser reinforces one or the other. 

Now the attacking commander must undertake to 
rank the four outcomes in the order of his preference. 
Among the outcomes (A, A), (B, B), and (B, A) the 
nrst choice is easy. Certainly (B, A) is preferred to both 
(A, A) and to (B, B) because the probability of break­
through is larger in (B, A) and the estimated casualty 
costs are smaller than in either (A, A) or (B, B). But 
how about the relative utilities of (A, A) and (B, B)? To 
compare these, estimated casualties must be weighed 
against the probability of breakthrough (also estimated). 
It makes a difference how preference is assigned. The 
problem also arises when (A, B) is compared with (B, 
A). The way the preference will be assigned will make 
an essential difference in the resulting decision problem. 
Suppose nrst that the commander considers ten thou­
sand (estimated) casualties altogether prohibitive, so 
that he prefers (A, A) to (A, B). He also thinks that 
additional two thousand casualties are not worth an in­
crease of .10 in the probability of a breakthrough, and 
accordingly prefers (A, A) to (B, B). Then the game 
matrix with utilities assigned on an ordinal scale will 
look like this: 
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A2 B2 

3 1 

4 2 

Game 47 

This game has a saddle point, namely at (B, B), and 
the commander's choice is clear. He should attack Sector 
B. Suppose, on the contrary that the commander is rela­
tively insensitive to casualty costs. He thinks that it pays 
to have two thousand excess casualties to increase the 
probability of breakthrough from .30 to 040, and that it is 
worth ten thousand casualties to have a better than 50-50 
chance to break through (A, B). Then the game matrix 
will look like this: 

1 4 

3 2 

Game 48 

This game has no saddle point. Its solution involves 
the use of mixed strategies. Now it is no longer sufficient 
to assign utilities on an ordinal scale. They must be as­
signed on an interval scale if the concept of optimal 
mixed strategy is to be meaningful. This means that the 
commander must specify how many casualties it is worth 
to him to increase the probability of breakthrough by 
any specified amount. This exchange ratio may be dif­
ferent in the different ranges of casualties or probabili­
ties. For instance, it may be worth more casualties to 
increase the probability of a breakthrough from .50 to 
.60 than from .30 to 040. Or else the marginal disutility of 
a casualty may be different in the high casualty range 
from what it is in the low casualty range, etc. 
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In short, if the game theoretician is to solve a decision 
problem of the sort we have examined, he must have the 
sort of information we have described. Can decision­
makers supply such information aside from making arbi­
trary on-the-spot estimates on the basis of hunches? We 
think not. 

Now the concept of utility, as it appears in game the­
ory, is developed in a manner which frees the decision­
maker from assigning numerical utilities to the outcomes. 
All that is required from him is a rank ordering of the 
outcomes, provided, however, that risky outcomes are 
included in the ordering. Thus, in order to construct a 
game matrix with utilities on an ordinal scale, the game 
theoretician needs only to know how the decision-maker 
rank orders the associated risky outcomes. For example, 
given that the preference rank order among the four 
outcomes is (A, B) > (B, A) > (B, B) > (A, A), the 
decision-maker must answer questions of this sort: 
"Which do you prefer, (B, B) with certainty, or a 50-50 
chance between (A, B) and (A, A)?" and so on, for all 
possible combinations of outcomes and associated prob­
abilities. Recall that the outcomes themselves are already 
risky outcomes, i.e., expectations associated with events 
rather than events themselves. Thus, in constructing an 
interval scale, estimates must be made of "expectations 
of expectations." It is highly unlikely that questions of 
this kind can be understood by people involved with 
real life decisions, let alone answered with any degree 
of assurance. We thus see that even in the simplest real 
life situations a meaningful application of game theory 
is beset by formidable difficulties. 

We have not nearly exhausted the sources of these 
difficulties. We have not yet raised the question of how 
probabilities of events are to be assigned in the first 
place. 

The assignment of a probability to an event depends 
on a definition of a "universe" of events, i.e., a listing of 
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all the different ways in which an event can happen, 
these ways being a priori equally likely. The event whose 
probability is to be determined is viewed as a certain 
combination of these basic events. For instance, a roll 
of a die can result in 1, 2, 3, 4, 5, and 6. The event "Even, 
not greater than 5" comprises the elementary events 2 
and 4, and accordingly has probability i. 

These results are simple consequences of the defini­
tion of probability. To apply the concept of probability 
to real life decisions, we must have some empirical jus­
tification for the way probability is defined. Such justifi­
cation is actually obtained if identical situations recur 
many times. For instance, if we roll a fair die many thou­
sands of times, the outcome "Even, not greater than 
5" will in fact occur with a frequency which is very 
nearly one third of the times. 

Some events are by their very nature nonrepeatable. 
For instance, a boxing match takes place between two 
individuals who, as a rule, meet only once or at most 
very few times. It is therefore impossible to estimate the 
probability of victory for the one or the other on the basis 
of observed frequencies of such victories. How, then, are 
such probabilities estimated? We know that they are 
estimated, because the estimated probabilities are re­
Hected in the odds offered or accepted on bets about the 
outcome of the match. 

One is tempted to guess that such estimates are no 
more than personal hunches. Nevertheless a certain con­
sensus often exists among people professionally con­
cerned with bets of this sort. Therefore, "factors" must 
somehow be taken into consideration and weighed. It 
is very difficult to make these considerations explicit. 
Professional gamblers may talk knowingly of what they 
take into account when they bet on sporting events, but 
these explanations can hardly be translated into numeri­
cal computations. They are seldom more than elabora­
tions of their feelings or beliefs. 
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When events are repeated, there is more opportunity 
for objective estimates. For example, in the course of a 
baseball season, each team will play every other team of 
its league many times. In the course of several seasons 
the number of games between two specific teams may 
form a statistically meaningful sample. Or rather, the 
sample would be statistically meaningful if the condi­
tions under which the games were played were identical. 
We know, of course, that this is not the case. The com­
position of the teams changes. Whether a team plays on 
its home grounds or not is said to make a difference. The 
weather, the time of the season, and the team's past ex­
perience both immediate and cumulative also probably 
make a difference. In trying to estimate the probability of 
victory of one team over the other, we are faced with a 
dilemma: on the one hand, it is desirable to have a large 
sample of games between the teams for a reliable esti­
mate; on the other hand, it is desirable to have the 
conditions under which the games are played as constant 
as possible. If we try to achieve the latter, we sacrifice 
the former, because if we try to standardize the condi­
tions, we reduce the number of events in each category. 

In short, the estimate of probabilities of real life 
events is not at all a simple matter. When the nature 
of probability is carefully examined, it appears as if the 
notion of probability as some sort of objective attribute 
of an event evaporates. A probability, we have seen, de­
pends on the universe of events in which the event in 
question is imbedded. But it is largely up to us to choose 
that universe. Therefore a subjective element is always 
present in the estimate of probabilities, and this subjec­
tive factor cannot be eliminated unless the probabilities 
are checked against observed frequenCies; and this can­
not be done if the probability to be estimated relates to 
an essentially unique event. 

Coming back to our commander, we had credited him 
with the ability to estimate expected casualties. Presuma-



Opportunities and Limitations 201 

bly he does this by reference to experience, the relevant 
experiences being those related to similar situations. But 
the degree of similarity of situations is always open to 
question, and the experience of a single person is only 
a small sample of possibly related events. Therefore we 
were extremely generous in taking the commander's esti­
mate seriously in an objective sense. At most his esti­
mates reflect his own degree of belief. In all likelihood, 
if he is forced to assign numbers both to probabilities 
and to utilities, he will do so either arbitrarily or in such 
a way that his intuitively preferred decision is rational­
ized by the assignment. Under these circumstances, it is 
difficult to view game theory as a tool for rendering deci­
sions precise and rational. Nor is there any evidence that 
decisions based on game-theoretical calculations lead to 
measurably better results than decisions based on com­
monsense considerations intuitively arrived at. 

Nothing of what has just been said applies to situa­
tions where probabilities and utilities can be determined 
with reasonable precision, and where the outcomes are 
determined by a single decision-maker. The field of oper­
ations research, for example, is largely concerned with 
well-defined optimization problems, where optimization 
depends on finding a maximum or a minimum of a well­
defined quantity, be it efficiency (precisely defined) or 
cost or some combination of these, or even a probability 
(provided the situation presents itself many times as, 
for example, in problems of quality control). Problems 
of this sort can be meaningfully solved in terms of the 
values assigned. Situations to which game theory might 
apply, namely conflicts, seldom fulfill these requirements. 

Still we have not touched on the greatest obstacle to 
casting conflicts in the framework of games of strategy. 
We have all along assumed that the game to be solved 
is a zero-sum game. If it is, one needs only to assign 
one's own utilities to the outcomes. In a nonzero-sum 
game, however, one must also assign the other's utilities 
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to outcomes. How is this done? It hardly seems practical 
to ask the opponent how he values the various outcomes. 
One might well get false answers if the opponent thinks 
that it is to his advantage to deceive. And even if the 
opponent is willing to give the information, he is likely 
to be as arbitrary in his choices of utilities as we are, 
and so the uncertainties inherent in the problem mul­
tiply. If the opponent is reticent about giving informa­
tion about his utilities, he will be all the more reticent 
about listing the strategies open to him. In military oper­
ations, it is precisely the available strategies which are 
the most jealously guarded secrets. Without knowledge 
of all available strategies both to self and to the op­
ponent, the game cannot be cast into matrix form. 

Suppose, however, that all of these difficulties have 
been overcome, and the situation has been cast into a 
game model, and the game turns out to be nonzero-sum 
of the type discussed in Chapters 8 and 9. The question 
of what strategy one is to choose still remains open if 
the full significance of nonzero-sum theory is to be 
grasped, for reasons which we hope have become clear 
in our analysis. It is at this point that game theory fails 
as a "know-how" theory. 

We have spelled out the severe and, in our opinion, 
insuperable limitations of game theory as a prescriptive 
theory of rational decision in conflict situations. Wherein, 
then, does its usefulness lie? 

Game theory, we think, is useful in the same sense 
that any sophisticated theory is useful, namely as a gen­
erator of ideas. The reason it is difficult to explain the 
usefulness of game theory in the limited conventional 
context of "usefulness" is because the really fruitful 
ideas of game theory are not those that lead to a more 
complete control of environment (as is the case with 
the natural sciences), but rather in quite a different di­
rection. It is primarily because the usefulness of science 
is conventionally evaluated by its environment-control-
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ling potential that the (projected) uses of game theory 
are still imagined in terms of "know-how." We have 
argued that this is largely an illusion. But this does not 
invalidate the usefulness of game theory, if the meaning 
of "usefulness" is extended beyond the enhancement of 
environment control. 

We shall argue that the usefulness of game theory is 
somewhat akin to the usefulness of psychology and also, 
incidentally, that the usefulness of psychology is not 
that of a "know-how" science, whatever the imagined 
uses of psychology may be. In its role as a know-how 
science, psychology is easily degraded. Mass behavior 
manipulated to enhance the manipulators' power is an 
easily imagined by-product of psychological know-how; 
but it is questionable whether any benefit accrues to the 
human race from activities of this sort. Indeed, when we 
speak here of the usefulness of science, we shall speak 
of its usefulness to man, not to particular interests of 
power-wielding coalitions. If the manipulative applica­
tions of psychology are discounted, there still remains a 
tremendous potential of psychology as a science which 
can enhance man's insight into himself. This value tends 
to be ignored in a climate where manipulative techniques 
are held to be the most valuable product of knowledge. 

Like psychology, game theory can be a source of ideas 
which lead to inSightS-insights into the nature of con­
flict based on the interplay of decisions. 

In this role, the purely formal game theory has pro­
vided a rigorous logical basis of analysis of all forms of 
such conflict. If the inSight-generating role of game the­
ory is to be further developed, the next step is toward a 
descriptive theory, not a prescriptive theory. In my 
opinion, the prescriptive aspect of game theory ought to 
be written off for the following reasons: (1) game the­
ory is inadequate as a theory of rational decision in the 
general context of nonnegotiable nonzero-sum games 
(which represent the overwhelming majority of real 
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life conflicts among human beings); and (2) in the con­
text of a zero-sum game, where game theory is an ade­
quate theory of rational decision, its application is ulti­
mately self-defeating. For if one side can find optimal 
strategies in a zero-sum situation, so can the other. No 
one gains from this "advance." 

Consider for a moment the possibility of applying 
game theory to business competition. The competition 
for the share of the market (as distinguished from the 
size of the market) is by definition a zero-sum game. 

There is no question that the use of effective game­
theoretical techniques by some firms will instigate almost 
immediately the use of the same techniques by other 
firms. The total effect at first is bound to be simply the 
sharpening of competition. In the context of business 
competition, this effect can sometimes be rationalized 
as beneficial to the public at large (although I am not 
at all prepared to admit this in general). However, if 
we follow the logic of the zero-sum game to completion, 
we must conclude that the ultimate effect will be the 
elimination of competition. For the outcome of a zero­
sum game is determined immediately, in the case of 
games with saddle points, and in the long run in the case 
of games without. A really complete game-theoretical 
analysis of a projected competitive game among firms 
ought to reveal how, for example, the market is to be 
divided between them, and to show to everyone's satis­
faction that there is no point whatsoever in playing the 
game out. This may be a fantasy from the practical point 
of view, but this is where the "know-how" uses of game 
theory point. 

While in the business sphere one can still make an 
argument about possible beneficent effects of competi­
tion, it is next to impossible to do so in the military con­
text. Unless we espouse the point of view that the mili­
tarily strongest nations are the most worthy to survive, it 
is impossible to see what benefits derive from "improve-
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ments" of military technology. The same is true of "im­
provements" of military strategy, which are the chief rea­
sons for game theory as seen by military professionals. 
No science can be kept a secret. Strategic improvements 
achieved by one military power can be immediately 
achieved by others. If this process led to actual definitive 
solutions of military conBicts viewed as zero-sum games 
(i.e., solutions on paper), this would indeed be an 
achievement of the first magnitude. No battle would 
need to be fought, no campaign waged, no war started. 
The outcomes would be clear in advance, and the power 
relations among states could be adjusted accordingly. It 
is, however, quixotic to suppose that these are the goals 
of the military profession. It is more realistic to suppose 
that the military professionals are as committed to their 
purely professional goals (i.e., to technological and stra­
tegic excellence) as the practitioners of any other pro­
fession. If, then, one believes that from the point of the 
human race (as distinct from the interests of power­
wielding groups) the military profession contributes to 
misery rather than to well-being, one must necessarily 
hold the view that anything which enhances the effec­
tiveness or the prestige of that profession is to be de­
plored rather than welcomed. The reason it is unneces­
sary to damn the theory of games as such on that account 
is that this theory is extremely ineffective as a prescriptive 
theory in actual application to real conBict situations, for 
reasons we have already pointed out. 

Let us return to what we believe to be the creative, 
positive, and beneficent role of game theory. We have 
already mentioned the power of logical analysis provided 
by the purely formal theory of games, which gives us 
insights into the logic of strategic conBict, in particular 
the way it leads to the altogether novel idea that the 
very concept of rationality dissolves into ambiguities in 
certain conBicts not strictly competitive ( nonzero-sum 
games). We also said that the formal theory could serve 



206 Two-Person Game Theory 

as the conceptual point of departure for a descriptive 
( empirical) theory of conflict. The aim of such a theory 
would be not to prescribe how people ought to conduct 
a conflict, but to describe how people do conduct them­
selves in conflicts. 

Game theory, as it was formulated by mathematicians, 
is not equipped to deal with these matters, because there 
is no room in that theory for the psychological make-up 
of the participants. To the extent that psychological mat­
ters are allowed to enter a theory of conflict, the theory 
ceases to be a model of rational conflict. Its mathe­
matical apparatus must then include parameters, so that 
conflict behavior would depend on these parameters. 
The theory would become a behavioral theory, and 
real behavior can never be explained on the basis of 
concepts of "rationality" alone. At least "rationality" must 
be modified to a relative concept to be put into specific 
psychological contexts. 

For example, in our interactive model of game be­
havior (see Chapter 10), we assumed that the rate of 
change of the frequency with which a strategy will be 
chosen is proportional to the rate of change of the ex­
pected payoff with respect to that frequency. This was 
offered as a possible rationality principle. But the con­
stant of proportionality appears in that model as a 
parameter. It may be different in different players, or 
in different classes of players, or it may vary with the 
payoffs of the game. 

Thus the model we have proposed does not specify 
how a game will be played nor how it ought to be 
played. The model is an attempt to establish relations 
among the payoffs, the psychological parameters, and 
the behavior of players. The model mayor may not be a 
good representation of what goes on, but in either case, 
it has a theoretical leverage. By comparing observations 
(usually obtained in controlled experiments) with the 
predictions of the model (after suitable values of the 
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parameters have been put into the equations), we can 
form an idea about possible directions for further devel­
opment of the theory. 

The most important role of a model of this sort is not 
so much to describe the observations as to furnish inter­
pretations of the parameters which fit the observations. 
To illustrate this role of the mathematical model, let us 
suppose for the moment that the variables x, y, z, and w 
(see pp. 152-53) do not change in the course of repeated 
plays of Game 39. It is, then, these quantities which 
constitute the parameters of the model. Suppose that by 
a proper assignment of values to these parameters we 
are able to get good agreement between some collection 
of experimental data and the predictions of the model. 
In view of the way the parameters have been defined, 
we can now proceed to interpret them in psychological 
terms. 

Consider first the conditional propensity x. This pro­
pensity, we recall, is the probability that a player, follow­
ing the outcome (CC), will again choose strategy C on 
the next play. Let us see whether this definition sug­
gests a psychological interpretation of the parameter x. 
We may arrive at such an interpretation if we inquire 
into the psychological (instead of the strategic) struc­
ture of Game 39. We have seen that in this game, it is 
in the individual strategic interest of each player to 
choose strategy D, which dominates strategy C. Never­
theless the outcome (DD) is poor for both players, and 
this leads to the paradox that the choice of "rational" 
strategies leads to an undesirable result. We now ask, 
how is it possible to rationalize the choice of strategy C 
which, if chosen by both players, leads to a result desired 
by both players (CC). 

To see how this can be done, let us examine the psy­
chological rather than the strategic aspects of the situa­
tion depicted by Game 39. A player may choose strategy 
C in preference to D if (1) he trusts the other player 
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to do the same, and (2) is himself trustworthy, i.e., does 
not succumb to the temptation to choose D (while the 
other chooses C) in order to get a bigger payoff. If the 
last outcome in a series of plays was (CC), he has some 
reason for trusting the other. Therefore the main motiva­
tion for sticking to C when (CC) has just occurred is 
something akin to trustworthiness. This may then be 
taken as an interpretation of the propensity x: trust­
worthiness. 

Let us now consider the possible meaning of the pro­
pensity y. We recall that y is the probability that a 
player will choose C following a play on which he chose 
C and received a negative payoff as a result (because 
the other player chose D). The player, basing his esti­
mate of what the other will do next time on what the 
other did last time, may well assume that the other will 
again choose D, especially since he was rewarded for 
that choice. If, therefore, in spite of this expectation, the 
"betrayed" player still chooses C, he is behaving either 
like a martyr or a fool, depending on the world view of 
whoever is evaluating this behavior. At any rate, we 
could associate the propensity y with a tendency to "for­
give," or to try to elicit cooperation by example, or some­
thing of this sort. It is certainly a propensity to pursue 
a "soft" policy. 

Next, consider the propensity z. This, we recall, is the 
tendency to play C after one has played D and been re­
warded (because the other has played C). Here we have 
a tendency to exploit the good will of the other, or per­
haps ordinary greed, since D coupled with the other's C 
brings in the biggest payoff. 

Finally, consider the propensity w. This is the tend­
ency to play C following a (DD) outcome. This tend­
ency is akin to that represented by y, but perhaps not 
so much tinged with "martyrdom," because one might 
suppose that the other has played D "in self-defense" 
following one's own choice of D. Therefore, the shift to 
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C represents not so much a tendency to cooperate in the 
face of the other's clearly exploitative behavior as a 
readiness to initiate cooperation in a deadlock of mutual 
distrust. 

We see that the interpretation of these parameters has 
considerable psychological richness. It is, of course, an 
open question to what extent people's behavior in a 
game of this sort (which in an experimental situation is 
usually played for trivial stakes) reflects actual psy­
chological propensities. However, the translation from 
in vitro to in vivo is a problem in all experimental sci­
ences. The fact remains that in the context of the experi­
ment itself, these psychological interpretations can be 
suggestive. Next, note that although the psychological 
factors presumably operating touch on rather deep facets 
of character (trust, suspicion, trustworthiness, betrayal, 
forgiveness, repentance, etc.), nevertheless the measure­
ments of these propensities is a perfectly straightforward 
matter. It requires no scaling, no arbitrarily selected 
indices. A frequency (which is what each of the pro­
pensities is) is a pure number-a fraction of the time a 
particular response is chosen. Mathematical models are 
most powerful when variables can be quantified in di­
mensionless units.39 

Another source of new concepts which emerges from 
the analysis of nonzero-sum games is the multi-ordinal 
meaning of rationality. We have already seen how the 
seemingly clear notion of rationality (in the context of 
strategic decisions) must be separated into individual 
and collective rationality if the paradoxes immanent in 
some nonzero-sum games are ever to be resolved. The 
inductive (or dynamic) approach to game theory pro­
vides us with a further scale of refinement. We have 
seen that if two automata play Prisoner's Dilemma (see 
p. 151), independently adjusting the probability of the 
C response so as to maximize the long run expected 
payoff, they end up in the noncooperative trap. How-
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ever, if they adjust not the direct probabilities of the C 
response but the conditional probabilities, the trend 
toward the noncooperative equilibrium is no longer in­
evitable. The dynamics of this process has an unstable 
equilibrium. Whether the automata will end up cooper­
ating or not depends on the direction in which a devia­
tion from this equilibrium takes place. 

Adjusting conditional response probabilities can be 
taken as symptomatic of a higher order of "rationality" 
than adjusting direct probabilities. In common parlance, 
we often associate intelligence with a degree of condi­
tionality of response (i.e., a degree of discernment of 
one's environment). We are thus led away from a "static" 
conception of rationality, which has dominated game 
theory, namely a rationality based on a complete knowl­
edge of an existing state of affairs coupled with super­
human powers of deduction. We become aware of an­
other "dynamiC" conception of rationality, namely an 
ability to read the environment, to change one's hy­
potheses in accordance with acquired information and, 
by acting on the hypotheses, to affect the environment, 
in particular the perceptions of other actors like oneself. 
The so-called self-fulfilling assumption becomes in this 
context not merely a philosophically recognized possi­
bility, but a genuine instrument of rational decision. 

Finally, the theory of the negotiated game reveals the 
multi-ordinal meaning of equity. For example, Shapley, 
Nash, Raiffa, and Braithwaite have come up with differ­
ent methods of arriving at a negotiated solution of a non­
zero-sum game (see Chapter 8). One feels that there 
must be differences in the conceptions of the four men 
of what is "rational" or "equitable" or both. On the other 
hand, J. C. Harsanyi (1962) argues that one ought to 
distinguish solutions based on bargaining principles from 
those based on arbitration principles, in that only the 
latter involve the concept of equity. Without a precise 
definition of "eqUity," it is difficult to agree or disagree 
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with this idea. In some cases it seems to be reasonable. 
Compare, for example, Shapley's and Nash's solutions of 
the two-person negotiated game. They differ only in 
their choice of the status quo point. Shapley chooses the 
point determine.d by the security levels of the players. 
Implicit in this choice is the idea that a person's share 
in the negotiated solution ought to reBect how much he 
effects improvement in his opponent's payoff over what 
his opponent would have gotten had he played the game 
as a zero-sum game, i.e., against a malevolent opponent. 
Hence a player gets the less the more he needs the 
cooperation of the other. This may be interpreted as an 
equity prinCiple. 

In Nash's solution, on the other hand, the status quo 
point is determined by the threat potentials of the play­
ers. The player gets the more, the more pressure he can 
bring to bear on the other. This is more difficult to in­
terpret as an equity principle. 

Although Raiffa's method of normalizing the utility 
scales appears as an equity principle, we see that it 
bears a strong resemblance to Nash's method in that both 
depend on the solution of a certain zero-sum game, in 
which the payoffs are differences of the payoffs in the 
original game, properly normalized. 

Thus game-theoretical analysis directs a spotlight, as it 
were, on the assumptions which distinguish one principle 
of "equity" from another. (If one broadens the concept 
of equity to include "might is right," then the distinction 
between bargaining and arbitration disappears.) Game­
theoretical analysis makes it possible to reduce disputes 
about equity to the really fundamental differences and 
so to avoid essentially unresolvable disputes about what, 
if anything, can be meant by "the greatest good for the 
greatest number," "fairness," "bargaining advantage," 
and similar concepts which, although certainly not en­
tirely devoid of sense, can be different things to different 
people. 
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This leads us to the possible promise which the theory 
of the negotiated game holds out as an instrument of 
conflict resolution. 

Ordinarily, one thinks only of nonzero-sum games as 
negotiable. It would seem that since in the zero-sum 
games the interests of the players are diametrically op­
posed, there is nothing to negotiate. However, in the 
larger context of negotiation, namely that of joint analysis 
of the situation, zero-sum games can also be "negoti­
ated." 

As an example, imagine a situation in a game of Chess 
in which one player clearly sees that he must win. If his 
opponent is a sufficiently competent Chess player, then 
he, too, will agree that inevitably victory must go to the 
first player. At this point it seems futile to continue the 
game. 

In the days when war was the "sport of kings," negoti­
ated settlements were the rule rather than the excep­
tion. Often the strategic potentialities open to the con­
tending forces were taken into account in the negotia­
tions. Even in our days of total and ideological wars, 
demands for surrender are sometimes coupled with 
appeals to humanitarian rationality, e.g., "to avoid use­
less bloodshed." These appeals are bids to recognize the 
nonzero-sum character of the conflict. If defeat of one 
side is inevitable, it often seems (especially to the pro­
spective victor) that both sides ought to take advantage 
of a rational appraisal of the outcome and to avoid 
useless losses. 

Torts offer, perhaps, even better examples of situations 
of this sort. Settlements out of court are results of recog­
nition by the contending parties (or, rather by their 
attorneys, who are experienced in such matters) wherein 
lie the strengths and weaknesses of each side. These 
strengths and weaknesses may stem from the legal as­
pects of the case; and they may be economic, stemming 
from the resources at the disposal of each side for fight­
ing the case through the courts. 
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Can the theory of the negotiated game ever be of 
help in settling torts, labor-management disputes, etc.? 
Again we must make a sharp distinction between the im­
mediate application potential of the theory and its heu­
ristic, concept-generating value. Our example of the 
Inspector-Evader game was designed to emphasize this 
difference. If our treatment of the situation appeared 
grotesque to the point of being a caricature, perhaps 
even a hoax, we must admit that this is exactly the way 
we meant it to appear. To take the various "solutions" 
seriously (including the negotiated settlements where 
Inspector deliberately refrains from inspection in order 
to allow Evader to evade, so that both can get larger 
payoffs) is to disregard completely the political, his­
torical, psychological, and psychopathological under­
pinnings of the fundamental problems that have created 
the situation in the first place. Not that farces of the sort 
proposed are unknown. One is reminded of the strictly 
formalized duels of a century ago, in which gentlemen 
went through the motions of saving their "honor," at the 
same time taking elaborate precautions against serious 
consequences. A· similar formalization of the Evader­
Inspector "settlement" is certainly not inconceivable. 
However, it would be folly to identify such settlements 
with "rational conflict resolution." Genuinely rational 
conflict resolution demands an inquiry into the genesis 
of conflict. And this is precisely what game theory, with 
its marvelously sophisticated but utterly "blind" ap­
paratus of analysis, completely ignores. The sine qua 
non of game theory is that it can get started only after 
the utilities are given. It never questions the rationality 
of the goals pursued by the contending parties. 

There is, nevertheless, a lesson to be derived, if one 
deliberately forgets what the "interests" of the Evaders 
and the Inspectors reflect, and the probable conse­
quences of pursuing them. If one views the end-result of 
the analysis not as a prescription to both the Inspectors 
and to the Evaders of what they ought to do, but rather 
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a disclosure of the rich ramifications of the problem, 
then the very grotesqueness of the "solutions" is instruc­
tive. Especially the multiplicity of the solutions should 
give rise to some sober thought. If the analysis teaches 
us anything, it is how even the most drastic "stripping 
down" of a conflict to the simplest conceivable level 
(for there is no conflict simpler than a 2 X 2 game) 
reveals a maze of assumptions which must be made in 
order to get anywhere with the analysis. There are 
many choice points in this maze, and each leads to a 
different "solution." The lesson to be derived is that many 
of our cherished notions about every problem having an 
"answer," about the existence of a "best" choice among a 
set of courses of action, about the power of rational 
analysis itself, must be relegated to the growing collec­
tion of shattered illusions. Rational analYSiS, for all its 
inadequacy, is indeed the best instrument of cognition 
we have. But it often is at its best when it reveals to us 
the nature of the situation we find ourselves in, even 
though it may have nothing to tell us how we ought to 
behave in this situation. Too much depends on our 
choice of values, criteria, notions of what is "rational," 
and, last but by no means least, the sort of relationship 
and communication we establish with the other parties 
of the "game." These choices have nothing to do with 
the particular game we are playing. They are not stra­
tegic choices, i.e., choices rationalized in terms of ad­
vantages they bestow on us in a particular conflict. 
Rather they are choices which we make because of the 
way we view ourselves, and the world, including the 
other players. The great philosophical value of game 
theory is in its power to reveal its own incompleteness. 
Game-theoretical analysiS, if pursued to its completion, 
perforce leads us to consider other than strategic modes 
of thought. 



Notes 

1. To the layman the presence or absence of chance events 
seems important in classifying games, as reHected in the distinction 
between "games of chance" and "games of skill." From the 
point of game theory, however, the important distinction is not 
the interventions of chance but the information about the results 
of the intervention. If the results are known (as, for example, in 
dice games) one theory applies; but if they are not (as in card 
games), additional concepts must be introduced. In particular, in 
the latter case, it is often to a player's advantage to allow chance 
to decide his own choices (see Chapter 6). 

2. Games with only one bona fide player are sometimes called 
"games against nature" or "one person games." Gambling theory, 
decisions determined by actuarial prinCiples, and many prob­
lems treated in what is known as "operations research" ("oper­
ational research" in Britain) can be viewed as falling within the 
scope of one person game theory. 

3. In the early writings on probability theory the expected 
utility was sometimes called "moral expectation." This was es­
sentially the mean of all possible utilities with respect to their 
probabilities of occurrence. 

4. I feel that this point must be strongly stressed because of 
the constant temptation to view game theory as a source of tech­
niques for a rational conduct of conHicts. 

5. Consistency of choice implies, among other things, a transi­
tive preference relation. Thus if a player prefers Ticket # 1 to 
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Ticket #2 and the latter to some other Ticket #3, then to be 
consistent, the player must prefer Ticket #1 to Ticket #3. When 
the prizes are numerous and diverse such consistency can by no 
means be taken for granted. 

6. For example, if an outcome is "worth" 1 utile on one party's 
utility scale, and 2 utiles on the other's, we can by no means say 
that the outcome is worth more to the second party than to the 
first; for by choosing different units or different zero points we 
can easily reverse the inequality. 

7. The square of the length of a diagonal of a rectangular 
parallelopiped (a box) equals the sum of the squares of its three 
dimensions. 

8. If a quantity is at least as great as -v, its negative does not 
exceed v. For convenience we refer all quantities to v rather than 
to -v. 

9. In mathematics "degeneracy" refers to a simplification result­
ing from a limiting case. For example, consider a rectangular 
parallelopiped one of whose dimensions keeps shrinking. When 
this dimension becomes zero, the parallelopiped changes into a 
rectangle. Thus a rectangle can be viewed as a "degenerate 
parallelopiped." Similarly, by varying a payoff of a game without 
a saddle point we can change it to one with a saddle point. Since 
from the point of view of game theory, games with saddle points 
are simpler than those without, the former can be viewed as 
"degenerate cases" of the latter. 

10. A sub-game of a game is a game whose payoff matrix is 
obtained by striking some rows and/or columns from the matrix 
of the original game. 

11. Note that the phrase "in the same degree" implies inter­
personal comparison of utilities, hitherto excluded from our con­
siderations. In a zero-sum game, even if the players can pool 
their payoffs (which may be, for example, money) to be appor­
tioned between them by a negotiated settlement, there can be no 
outcome which is preferred by both to another outcome. 

12. Again an interpersonal comparison of utilities is implied. It 
is, perhaps, inevitable in negotiations. 

13. Some authors, notably J. Harsanyi (1962), make a dis­
tinction between bargaining and arbitration. The latter presuma­
bly makes use of some equity principles based on some social 
norms while the former does not. However, both bargaining and 
arbitration presuppose some principles of rationality. Since I be­
lieve that notions of what is "rational" (in situations depicted as 
nonzero-sum games) are also socially determined, I do not see as 
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sharp a distinction between bargaining and arbitration as does 
Harsanyi. 

14. A convex polygon is one all of whose angles have less than 
180 degrees. More generally, if two points inside or on the 
boundary of a "convex body" are joined by a straight line, every 
point in that line lies inside or on the boundary of the body. 

15. This expectation is not justified on psychological grounds. 
It is simply a consequence of assuming utilities to be measured on 
an interval scale. This assumption is retained in game theory 
whenever possible. 

16. The derivative of a quantity is essentially its rate of change 
with respect to another quantity. If this rate of change alters 
continuously, then it must vanish whenever a maximal (or mini­
mal ~ value is reached. 

17. It is an open question whether this reference of all utility 
scales to a "standard" scale does not in itself imply a subtle in­
troduction of interpersonal comparison of utilities. 

18. Note that in a zero-sum game the maximin and the mini­
max strategies are identical. 

19. The two normalizations reflect two different "equity prin­
ciples." 

20. Note that the payoff of -2 to Pollux at (C., P,) is actually 
not a threat at Castor's disposal; for if Castor "threatens" C" 
Pollux has an excellent counter-threat, P" which gives him the 
largest payoff of +2, at the same time punishing Castor with -2. 

21. If the game is played several times, psychological complica­
tions arise. Pollux can decide to take the punishment in order to 
"teach Castor a lesson." Since players' learning capacities do not 
fall within the scope of game theory proper, this possibility can­
not be discussed in the present context. 

22. This argument, like others based on the "prominence" of 
a particular outcome, presupposes psychological characteristics of 
the players, i.e., carries the discussion beyond game theory proper. 
In particular, the prominence of (C., P.) depends on an absolute 
utility scale. It is lost if the utilities of one player undergo a 
linear transformation. 

23. The game has been studied in experimental contexts by 
several investigators. As an example, see A. Rapoport and A. 
Chammah (1965). A review of the literature on this game is 
by P. S. Gallo and C. McClintock (1965). 

24. In Schelling's view (conveyed by personal communica­
tion), a "prominent outcome" must be an equilibrium. Thus the 
outcome (C" C.) does not qualify as a "prominent" outcome. If, 
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however, the equilibrium requirement is dropped, (Ct, C.) cer­
tainly appears as a prominent outcome, since it is the only out­
come in which both players "win" (assuming an absolute utility 
scale). 

25. Note that if the game is represented by a strategy matrix, 
simultaneous or independent choice of strategies is assumed; thus 
it is impossible from the point of view of game theory to "com­
municate intentions" in this context. 

26. Clearly this is my own judgment. However, it has been 
repeatedly reinforced in conversations with other game theorists. 

27. M. M. Flood introduced the term game-learning theory to 
encompass these ideas. For an example of this approach, see 
P. Suppes and R. C. Atkinson (1960). 

28. A differential equation relates variables and their rates of 
change with respect to each other. A solution of a differential 
equation is a relation among the variables only, from which the 
original relations can be deduced. For example, the statement 
that the rate of growth of a population is proportional to the 
population's size is expressed as a differential equation. A solu­
tion of this differential equation expresses the size of the popula­
tion as an exponential function of time. 

29. Consider two differential equations in which variables x and 
y and their rates of change with respect to time t are related. A 
solution is a pair of expressions giving x and y as functions of 
time. In the phase space, x and yare plotted against each other. 
Thus the phase space exhibits the relations which x and y have to 
each other but not to time. Viewing it another way, a solution 
may be thought of as the motion of a point (with variable co­
ordinates x and y) in the phase space. The track or orbit of the 
pOint is the plot of y against x in phase space. 

30. This result is obtained by integrating (summing) the time 
functions of x and y over long time intervals and diViding by the 
length of these intervals. 

31. Game 38 will be recognized as a general form of Prisoner's 
Dilemma. 

32. The expected payoffs are obtained by averaging the pos­
sible payoffs weighted by the probabilities of their occurrence. 
The latter one occurred as the asymptotic solution of the stochas­
tic process which constitutes our present model. 

33. This formulation was proposed by H. Raiffa (personal 
communication) . 

34. For example, one can assume a cost associated with inspec­
tions. Hence in the case of no evasion, no inspection is preferred 
to inspection. 
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35. I.e., Evader can guarantee himself this amount. 
36. For the rationale of this procedure, see for example, R. D. 

Luce and H. Raiffa, Games and Decisions, chapter 6. 
37. This is the most outspoken form of collusion between 

Evader and Inspector. We have already raised the question of 
"realism" of the negotiated game model. If the frank collusion 
seems unrealistic, we suspect it is because of the semantic con­
notations of the terms "Evader" and "Inspector." In reality, the 
feasibility of the collusion reHects only the fact that to a certain 
extent the interests of the two players coincide. 

38. See discussion of Nash's generalized bargaining problem 
in chapter 8. 

39. Generally speaking, the stronger the scale, the less restricted 
is the class of mathematical models in which the corresponding 
quantities can enter as variables. For a discussion of this prin­
ciple see R. D. Luce (1959). 
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Threat(s),97, 110-18, 119-21, 

124, 126-27, 190,211 
Threshold effect, 156 
Torts, 213 
"Tough-mindedness," 191 
Transition probabilities, 178 

Index 229 

Transitive preference relation, 
n214 

Traps, 57 
Trial and error, 147-51 
Trigonometry, 23 
"Trust," 157, 207, 209 
"Trustworthiness," 208, 209 

Uncertainty,44 
Unforeseen developments, 44, 45 
Uniqueness, 127 
U nit point, 96 
Utilities, 22-37, 47, 96, 105, 

106, 129, 161, 171, 182-84, 
194, 196, 201-2, n214; as­
Signment of, 201-2; compari­
son of, 37-38; linear with 
money, 192; measurement of, 
30,38, 106, n217; numerical, 
198; on the ordinal scale, 
198 

Utility scale, 31-37, 116, n214, 
n216, n217; normalized, 122, 
211, see also Braithwaite's 
solution, Raiffa's solution 

Value judgments, 187 
Value of a game, 80-81, 90 
Values, 214 
Vicious circle, 136 
von Neumann, J., 8; 13, b220 

War(s), 189-90,205,212 
Williams, J. D., 8, b220 

Zero point, 96, 107 
Zero-sum game, see Games, 

zero-sum; derived from pay­
off differences, 114-19; logic 
of,204 
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